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RESUMO

SOUZA, Gabriel Rocha de . Aprendizado Social entre Humanos e Agentes Artificiais.
2026. 59 f. Projeto de Graduacao — Engenharia de Automacao. Universidade Federal do Rio
Grande - FURG, Rio Grande.

Este estudo investiga, por meio de uma abordagem experimental controlada, se um agente
artificial pode efetivamente participar de processos de descoberta e aprendizado coletivo. A pes-
quisa fundamenta-se na premissa de que o aprendizado humano € impulsionado por interacdes
sociais e pela transmissao cultural de conhecimento, o que acelera os avancos cognitivos para
além da evolucdo bioldgica. Dessa forma, a pergunta central desta pesquisa é: um agente ar-
tificial, baseado em LLM, é capaz de participar efetivamente de um processo de descoberta
e compartilhamento de conhecimento? Para testar a hip6tese, utilizou-se um jogo multijoga-
dor colaborativo, entre humanos e LLMs, que desafia os participantes a descobrirem de forma
coletiva (sem comunicacao verbal e focado na observacdo de a¢des) um objetivo inicialmente
oculto, exigindo a consolida¢do e manutencdo da estratégia. A metodologia aplicou um dese-
nho longitudinal caracterizado pela substituicdo periddica dos jogadores por novos integrantes,
alternando entre humanos e LLLMs. Para avaliar se o conhecimento do grupo € preservado e
transmitido culturalmente aos novos agentes, foram analisados as métricas de pontuagdo, ques-
tiondrios e tempo para solucionar o objetivo desconhecido. A andlise buscou verificar se os
agentes artificiais conseguiram se engajar em ciclos de aprendizado coletivo, utilizando indicios
comportamentais para atingir metas comuns, usando das habilidades emergentes identificadas
em LLMs com tarefas complexas. Este desenho experimental oferece, portanto, insights sobre
as atuais limitacoes e desafios para que agentes artificiais se integrem e participem de dindmicas
de aprendizado social andlogas as humanas.

Palavras-chave: Aprendizado Social, Agentes Artificiais, Modelos de Linguagem Amplos,
Interagcdo Humano-IA, Transmissdao de Conhecimento, Evolucdo Cultural, Descoberta Coletiva,
Cognicao Coletiva, Teoria da Mente.



ABSTRACT

SOUZA, Gabriel Rocha de . Social Learning between Humans and Artificial Agents. 2026.
59 f. Projeto de Graduagdo — Engenharia de Automacao. Universidade Federal do Rio Grande
- FURG, Rio Grande.

This study investigates, through a controlled experimental approach, whether an artificial
agent can effectively participate in processes of collective discovery and learning. The research
is grounded in the premise that human learning is driven by social interactions and the cultural
transmission of knowledge, which accelerates cognitive advancements beyond biological evo-
lution. Thus, the central question of this research is: is an LLM-based artificial agent capable
of effectively participating in a process of discovery and knowledge sharing? To test the hy-
pothesis, a collaborative multiplayer game involving humans and LLMs was used, challenging
participants to collectively discover (without verbal communication and focused on the obser-
vation of actions) an initially hidden objective, requiring the consolidation and maintenance of
a strategy. The methodology applied a longitudinal design characterized by the periodic re-
placement of players with new members, alternating between humans and LLMs. To assess
whether group knowledge is preserved and culturally transmitted to new agents, scoring met-
rics, questionnaires, and the time taken to solve the unknown objective were analyzed. The
analysis sought to verify whether the artificial agents managed to engage in collective learning
cycles, utilizing behavioral cues to achieve common goals, leveraging the emergent abilities
identified in LLMs within complex tasks. Therefore, this experimental design offers insights
into the current limitations and challenges for artificial agents to integrate into and participate
in social learning dynamics analogous to human ones.

Keywords: Social Learning, Artificial Agents, Large Language Models, Human-Al Interac-
tion, Knowledge Transmission, Cultural Evolution, Collective Discovery, Collective Cognition,
Theory of Mind.
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1 INTRODUCAO

Parte do processo de cognicdo e aprendizado humano fundamenta-se na troca de conhe-
cimento entre individuos. Mediada pela linguagem, essa troca atua como ferramenta para o
avanco intelectual e cultural [10], possibilitando a formagao de saberes coletivos que sao pre-
servados e acumulados ao longo de geragdes, mesmo com a sucessiva renovacao dos individuos
que compoe a sociedade. Os saberes sdo transmitidos por linguagem falada e escrita, imitacao e
através de artefatos tecnoldgicos que ficam cada vez mais sofisticados, justamente pelo acumulo
de conhecimento, acelerando o processo de troca ao longo das geracdes. Consequentemente,
os individuos das novas geracoes se beneficiam dos conhecimentos acumulados pelas geracoes

anteriores.

Exemplos desse aprendizado social cumulativo variam desde habilidades basicas de enge-
nharia até a locomocgao bipede, que depende da vivéncia social: criangas isoladas do convivio
humano ndo desenvolvem a capacidade de permanecer em pé ou caminhar, como evidenciado

no caso analisado por dos Anjos Pereira and Galuch [4].

Historicamente, a capacidade de construir conhecimento compartilhado, imitando e emu-
lando objetivos, intengdes, acoes e movimentos, foi uma exclusividade humana. Até tempos
recentes, apenas seres humanos demonstravam dominio sobre os processos de descobrir, rece-
ber, e transmitir saberes emulados e repetidos ao longo das geracodes, de forma impulsionada
pela Teoria da Mente (ToM) que € a capacidade cognitiva de inferir que o outro possui es-
tados mentais, como crengas, desejos, inten¢des e conhecimentos, que € distinto do proprio
individuo [9].

No entanto, com o surgimento dos Modelos de Linguagem de Larga Escala (LLMs, do
inglés Large Language Models), agentes artificiais come¢aram a demonstrar habilidades so-
ciais e colaborativas andlogas as habilidades humanas em contextos experimentais. A litera-
tura indica que LLMs podem atuar efetivamente como parceiros de equipe, conforme demons-
trado por Dell’Acqua et al. [2], e como participantes validos em simulagdes de dindmicas de
grupo [15]. Tanto os estudos recém citados quanto o trabalho de Zhu et al. [16] apontam que
os LLMs podem adquirir regras e realizar raciocinio dedutivo de maneira compativel com a
inferéncia humana. Essa capacidade estende-se para além da linguagem verbal, permitindo

que os modelos identifiquem, transformem e extrapolem sequéncias abstratas e ndo linguisticas
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apresentadas em contexto [12]. Contudo, resta investigar se tais competéncias, observadas em
tarefas isoladas, sustentam-se em dinamicas sociais continuas.

Conforme descrito por Duéfiez-Guzman et al. [6], o aprendizado social colaborativo entre
agentes artificiais e humanos representa um avanco na inteligéncia artificial, deslocando o gar-
galo do progresso da simples assimilagdo de dados estaticos para a geracao de novos conheci-
mentos. Esta dinamica promove a inovagao composta, um processo no qual sucessos anteriores
impulsionam a exploracdo de novos territérios intelectuais, permitindo que o sistema aprenda
de forma continua através das interacoes.

Diante desse cendrio, esta pesquisa adota uma abordagem experimental controlada para
responder a pergunta central: Um agente artificial é capaz de participar efetivamente de um
processo de descoberta e aprendizado coletivo?

Partindo da premissa de McLeod [ | ], de que o aprendizado humano ocorre via transmissao
cultural, o experimento utiliza um jogo colaborativo que simula um ambiente de descoberta e
evolugdo cultural para investigar a inteligéncia sociocultural. A escolha de um quebra-cabeca
geométrico ndo verbal como plataforma experimental permite isolar os mecanismos de apren-
dizado por observacdo e acdo, oferecendo uma oportunidade de comparar diretamente as es-
tratégias de resolucdo de problemas entre diferentes tipos de agentes, de forma andloga ao
estudo de Dreyer et al. [5], que compara humanos e insetos sociais em tarefas idénticas.

No escopo da Engenharia de Automacdo, este trabalho insere-se na robotica cognitiva e
colaborativa. A validacdo de agentes artificiais capazes de aprender com humanos por meio
da observagdo representa um avango na concepg¢do de sistemas autdonomos adaptativos. Essa
integracdo em dinamicas sociais humanas tem implica¢des diretas no desenvolvimento de robos
sociais, sistemas de controle cooperativo e plataformas de automacao inteligentes, onde a au-
tonomia operacional depende ndo apenas de algoritmos de controle rigidos, mas também da

sensibilidade contextual.

1.1 Objetivos

O objetivo deste trabalho consiste em investigar e validar a capacidade de Modelos de Lin-
guagem de Larga Escala de atuarem como participantes ativos em processos de aprendizado
social e transmissao de conhecimento de forma coletiva.

Para alcangar este propdsito, foram definidas as seguintes metas especificas:

* Desenvolver um ambiente experimental controlado (jogo colaborativo) com desafios co-

laborativos ndo verbais, que isole varidveis de aprendizado por observacao;

* Implementar uma arquitetura de agente artificial capaz de perceber, processar e atuar no

ambiente proposto, utilizando LLMs como base de raciocinio;

* Realizar experimentos sistematicos de interacdo humano-humano e humano-IA para ma-

pear a evolucao das estratégias de resolucdo de problemas;
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* Analisar comparativamente o desempenho e a curva do aprendizado colaborativo dos
agentes artificiais, investigando também a percep¢ao humana sobre a intencionalidade da

IA e possiveis divergéncias entre a acdo executada e a interpretacao social.

1.2 Estrutura do Trabalho

O restante desta monografia estd organizado da seguinte forma: o Capitulo 2 apresenta
a Revisdo Bibliogréfica, detalhando os trabalhos relacionados e a fundamentacdo tedrica. O
Capitulo 3 descreve o Desenvolvimento, incluindo o desenho experimental e a arquitetura dos
agentes. O Capitulo 4 exibe os Resultados Alcangados na interacdo colaborativa. Por fim, o

Capitulo 5 apresenta as Conclusdes e as perspectivas para Trabalhos Futuros.



2 REVISAO BIBLIOGRAFICA

O desenvolvimento desta pesquisa teve inicio com uma andlise aprofundada da bibliografia
existente. O levantamento obteve trabalhos oriundos da area da psicologia e sociologia cultural,
e também estudos sobre modelos de linguagem aplicados de forma condizente ao experimento

proposto.

2.1 Fundamentacao Teérica

Esta se¢do explora os pilares tedricos multidisciplinares que fundamentam a hipdtese deste
trabalho. A investigacdo se ancora em conceitos de inteligencia artificial e da psicologia cog-
nitiva, social e da teoria da evolugdo cultural para analisar a emergéncia do conhecimento em

grupos hibridos.

2.1.1 Arquitetura e Evolucao dos Modelos de Linguagem

No campo da inteligéncia artificial, historicamente, o processamento de linguagem natural
(NLP) dependia de arquiteturas sequenciais, como Redes Neurais Recorrentes (RNNs) e Long
Short-Term Memory (LSTM). Essa natureza criava um gargalo, pois impedia o treinamento em
paralelo e dificultava a conexdo de informacdes em textos longos. A solucdo definitiva para
essas limitacdes foi apresentada por Vaswani et al. [13], que propuseram o Transformer, uma
arquitetura que descarta a recorréncia em favor de mecanismos de atencao.

A inovagdo do Transformer é o mecanismo de auto-atencao (self-attention). Diferente dos
métodos anteriores que processavam uma palavra de cada vez, essa técnica permite que o0 mo-
delo analise a sentenca inteira simultaneamente, calculando a relevancia de cada token em
relacdo a todos os outros. Para capturar diferentes nuances do texto, como relagcdes gramati-
cais e semanticas, a arquitetura utiliza a Atencao em Multiplas Cabecas (Multi-Head Attention),
permitindo que o sistema foque em diferentes partes da informa¢do ao mesmo tempo.

A arquitetura Transformer, é composta por um codificador e um decodificador, ambos utili-
zando camadas de aten¢ao e redes feed-forward.

Essa arquitetura tornou-se a base para os Modelos de Linguagem de Larga Escala (LLMs).

Essa evolugdo se ramificou em abordagens distintas: modelos focados na compreensao pro-
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funda do contexto, como o BERT, e modelos voltados para a geracdo de texto, como a série
GPT. Arquiteturas contemporaneas consolidaram essas técnicas com otimizagdes de memoria,

possibilitando que esses modelos atingissem as habilidades emergentes observadas atualmente.

2.1.2 Aprendizado Social e Transmissao Cultural

Para validar se essas competéncias computacionais sustentam dinidmicas culturais, em
cendrios mistos, é necessdrio compreender os mecanismos de transmissao de conhecimento,
tendo como base o ser humano. Essa andlise fundamenta-se na Teoria do Aprendizado Social
de Albert Bandura, a qual postula que os individuos aprendem através da observacao, imitacdo e
modelagem do comportamento de outros. Bandura enfatizou a importancia dos processos cog-
nitivos, propondo que novos comportamentos € conhecimentos sejam adquiridos ao observar

terceiros, um processo denominado “aprendizagem vicdria”, conforme analisado por McLeod

[I1].

= > Reproducao o
Atencao Retencao . ¢ Motivacao
Motora
Foco de Estimulos Ensaio Pratica Recompensa/Reforcar
Codificag¢do Feedback

Figura 1: Diagrama da Teoria do Aprendizado Social de Albert Bandura.

Segundo esta teoria, crengas e expectativas influenciam as acdes dos individuos, que sao
capazes de avaliar as conexoes entre seus comportamentos e as consequéncias resultantes. Para
que o aprendizado social ocorra com sucesso, Bandura identifica quatro estdgios cognitivos

essenciais:

* Atencao: O individuo deve, primeiramente, manter o foco no comportamento observado,

0 que exige concentracgao ativa nas acgoes.

* Retencao: O comportamento observado precisa ser memorizado, do qual envolve o pro-

cessamento cognitivo e o armazenamento da informacao para uso futuro.

* Reproducao: O observador tenta replicar o comportamento, o que pode envolver a

pratica e o refinamento das acdes até que possam ser executadas com precisao.

* Motivacao: E necessario haver um incentivo para realizar o comportamento, seja por

reforco, puni¢do, aprovacao social ou outras recompensas.

Além disso, a teoria sugere que terceiros atuam como exemplos; se os observadores presen-
ciam acdes sendo recompensadas, a probabilidade de imitacdo aumenta. Consequentemente,
a exposicao repetida a esses modelos pode moldar percep¢des de normas culturais e atitudes
conforme McLeod [11].
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Expandindo a andlise para além do individuo, observa-se que as funcdes psicoldgicas supe-
riores do ser humano s@o geradas através da convivéncia em comunidade. Enquanto a teoria de
Bandura foca no mecanismo cognitivo de observacao, a perspectiva sécio-histérica argumenta
que tal desenvolvimento € intrinsecamente um processo de apropriacdo cultural, conforme as
leis descritas por dos Anjos Pereira and Galuch [4].

Nesse contexto, Leontiev, citado por dos Anjos Pereira and Galuch [4], estabelece o pro-
cesso de hominizagdo como uma distin¢do entre homens e animais. Enquanto os animais
limitam-se a adaptagdes bioldgicas e instintivas, o ser humano organiza-se sob as bases da vida
social. O individuo nasce com as propriedades bioldgicas necessarias, mas é somente através
da apropriacao da cultura e da experiéncia acumulada pela humanidade que sua cogni¢ao efeti-
vamente se desenvolve.

Um exemplo cldssico que ilustra a dependéncia da inteligéncia em relacdo ao meio social
¢ o caso de Victor, conhecido como o “Garoto Selvagem de Aveyron”, encontrado na Franca
em 1797. O jovem, com idade estimada entre 11 e 12 anos, vivia isolado em bosques €, ao ser
resgatado, ndo apresentava comportamentos humanos basicos: nao falava, nao possuia postura
ereta e seus interesses restringiam-se a sobrevivéncia biol6gica imediata [4].

A andlise realizada por dos Anjos Pereira and Galuch [4] deste caso revela que as dificul-
dades de Victor em desenvolver o pensamento abstrato e a linguagem decorreram da falta de
interagdo social durante seu desenvolvimento. Privado do contato com a cultura, desenvolveu
apenas uma inteligéncia pratica, voltada ao uso de objetos para fins biolégicos, sem conseguir
atribuir-lhes significado social ou simbdlico. O caso demonstra que a inteligéncia ndo emerge
automaticamente do aparato bioldgico; ela requer o suporte simbdlico que apenas a interacao
social fornece para que se possa generalizar ou planejar conscientemente agoes.

Estabelecido que a inteligéncia humana € produto da interacao social e estabelecido o fun-
cionamento de um agente artificial baseado em LLM, surge uma questdo para este trabalho: os
agentes artificiais, possuem os pré-requisitos cognitivos para participar dessa dindmica? Para
responder a isso, € necessario analisar as capacidades dos Modelos de Linguagem, que trans-
cendem a simples estatistica textual e comecam a exibir tragos de cogni¢do e raciocinio 16gico.

O trabalho de Duéfiez-Guzman et al. [6] sugere que, assim como ocorreu na evolugdo hu-
mana, a inteligéncia artificial pode depender da inser¢do em um ambiente de troca social e
cultural para atingir niveis superiores de complexidade. Os autores apontam que a abordagem
tradicional das IAs, focada em agentes unitarios e datasets estaticos, enfrenta uma estagnacgao,
que tem como solucdo a transi¢cdo para sistemas multiagentes capazes de gerar seus proprios
dados através da interacdo social. Esse processo fundamenta-se no conceito de “Inovacdao Com-
posta”, um ciclo virtuoso onde novas estratégias de exploragdo criam, consequentemente, novas
oportunidades de aprendizado.

Duénez-Guzman et al. [6] estruturam essa evolugdo em trés niveis:

* Vida Coletiva: Onde a competicdo impulsiona conhecimento e corridas evolutivas;
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* Relacionamentos Sociais: Que permitem a mitigacdo de erros via aprendizado social;

* Cultura Cumulativa: Onde a linguagem permite o refinamento e o acimulo de conhe-

cimento através de geracoes.

Assim, a integra¢cdo de agentes em dinamicas sociais € um requisito para desbloquear niveis

de competéncia analogos aos humanos.

2.1.3 Habilidades Emergentes e Raciocinio em LLMs

Para compreender a arquitetura dos agentes artificiais propostos neste trabalho, € preciso
entender o conceito de “emergéncia” no contexto de LLMs. Diferente de sistemas de automagao
classicos, onde o comportamento € explicitamente programado ou de alguma forma previsivel,
as LLMs exibem fendmenos onde mudangas quantitativas no sistema resultam em mudancgas
qualitativas de comportamento.

Neste contexto, define-se uma habilidade como emergente quando ela ndo estd presente
em modelos menores, mas se manifesta espontaneamente em modelos de maior escala. A
escala, neste dominio, é analisada sob trés pilares: a quantidade de computacdo empregada
no treinamento, o nimero de parametros do modelo e o tamanho do conjunto de dados de
treinamento [14].

Uma caracteristica distintiva das habilidades emergentes é a imprevisibilidade: elas nao
podem ser antecipadas pela simples extrapolacdo do desempenho de modelos menores. Ao
analisar curvas de escala, observa-se, em vez de uma evolucao linear, um padrao de transi¢cdao
de fase. Essa caracteristica implica que a competéncia de um agente artificial para realizar
tarefas complexas pode depender intrinsecamente do uso de modelos que superem uma “massa
critica” de escala [14].

A pesquisa de Wei et al. [14] identifica diversas habilidades que emergem apenas em gran-
des escalas e que sdo necessdrias para a constru¢do de agentes capazes de interacdo social e
resolucdo de problemas. Destacam-se, para os fins deste trabalho, as habilidades de Promp-
ting e Raciocinio Logico, que sustentam as entidades ‘“Pensador” e “Executor” descritas na
secdo 3.4.

Também, utiliza-se a estratégia denominada Chain-of-Thought (Cadeia de Pensamento), que
instrui o modelo a gerar uma sequéncia de passos intermedidrios antes de fornecer a resposta fi-
nal. A eficdcia dessa técnica €, em si mesma, uma habilidade emergente. Em modelos menores,
o uso de Chain-of-Thought ndo resulta em melhoria de desempenho, podendo inclusive preju-
dica-lo. Apenas quando o modelo atinge uma escala suficiente é que ele adquire a capacidade
de raciocinar sequencialmente de forma superior ao prompting padrao. Esta fundamentacdo
justifica a escolha de LLMs de grande porte para o agente artificial deste trabalho, visto que
a decomposicdo logica de estratégias sociais € uma tarefa de multiplos passos que modelos

menores ndo conseguem processar adequadamente.
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Dentre as habilidades que emergem com a escala, uma das mais importantes para a
colaboraciao € a capacidade de inferir estados ocultos de outros agentes, competéncia analoga a
Teoria da Mente humana [9].

A Teoria da Mente (ToM) define-se como a capacidade de rastrear, de forma automatica
e fluida, os estados mentais ndo observaveis de terceiros, tais como conhecimento, intencoes,
crengas e desejos. Em seres humanos, essa habilidade € importante para interagdes sociais,
comunicag¢ao, empatia, julgamento moral e autoconsciéncia. Embora animais utilizem pistas
observaveis (como postura corporal ou olhar) para prever comportamentos, a ToM distingue-
se por permitir a compreensao de que outro individuo pode possuir crencas que divergem da
realidade ou do proprio conhecimento do observador [9].

No contexto da Inteligéncia Artificial, Kosinski [9] demonstram a aptidao das LLMs para
resolverem tarefas de ToM com desempenho comparavel ao de criancas de seis anos de idade.
Tecnicamente, esse fendmeno € facilitado pelo mecanismo de “aten¢ao” presente na arquitetura
Transformer dos modelos. Esse mecanismo permite que o modelo alterne o foco dinamicamente
entre diferentes partes da entrada de dados, ponderando a importancia relativa de palavras e
frases para compreender dependéncias contextuais. Assim, a “aten¢do” capacita o modelo a
rastrear conexodes relevantes entre acoes, didlogos e estados internos dos agentes ao longo de
uma narrativa, simulando a cognig¢ao social [9].

Porém, ainda que LLMs possam, em alguma media, demonstrar a capacidade de “entender”
o outro (7oM), ndo € suficiente se o agente nao puder seguir regras ldgicas de forma consistente
para executar tarefas. As limitagdes do conhecimento implicito das LLMs exigem frameworks
estruturados de raciocinio.

Para operacionalizar a capacidade de raciocinio légico consistente, aprofunda-se aqui a
mecanica do framework Hypotheses-to-Theories (HtT), proposto por Zhu et al. [ 16]. Esta abor-
dagem estrutura o aprendizado em dois estdgios distintos, andlogos as fases de treinamento e
teste em redes neurais cldssicas, mas operando sobre regras textuais interpretaveis: o Estagio
de Inducdo e o Estdgio de Deducao.

No Estagio de Indugdo, o objetivo é descobrir regras a partir de um conjunto de exemplos,

sem a necessidade de anotacdes manuais. O processo ocorre nas seguintes etapas:

* Geracao e Verificacao: O modelo € solicitado a gerar regras para responder a uma
questdo e, simultaneamente, verificar essas regras comparando sua previsdo final com

a resposta correta (gabarito).

¢ Filtragem de Regras: Visto que LLMs podem gerar regras incorretas, o sistema coleta
todas as regras geradas e aplica métricas de mineracdo de regras (rule mining). Sao

avaliados dois critérios principais [ 16]:

— Cobertura: A frequéncia com que uma regra aparece no conjunto de dados.
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— Confianca: A probabilidade de a regra levar a uma resposta correta quando apli-

cada.

* Construcao da Biblioteca: Apenas as regras que superam limiares minimos de cobertura
e conflanca sdo armazenadas na “biblioteca de regras”, garantindo a robustez do conhe-

cimento adquirido.

Para otimizar este processo, utiliza-se a técnica denominada “Induc¢do a partir da Deducao”
(Induction from Deduction). Em vez de criar prompts separados para gerar e verificar regras,
adapta-se um prompt de raciocinio dedutivo (como Chain-of-Thought) para realizar ambas as
funcgdes segundo estratégia de Zhu et al. [16].

No Estdgio de Dedugdo, o modelo utiliza a biblioteca de regras aprendidas para resolver
novos problemas de teste. O HtT incorpora a biblioteca de regras diretamente no prompt, dife-
rente dos métodos tradicionais, que forcam o modelo a inferir regras no momento da execugao,.
O modelo é, entdo, instruido a recuperar e aplicar as regras explicitamente.

A aplicacdo desta metodologia demonstra que a falha das LLMs em tarefas complexas
advém, muitas vezes, ndo da incapacidade de raciocinar, mas da aplica¢ao de regras implicitas
incorretas. Ao externalizar o conhecimento em uma biblioteca aprendida, observa-se uma
reducdo na geracdo de regras erradas, resultando em ganhos de precisdo em tarefas de ra-
ciocinio relacional e numérico. Além disso, as regras aprendidas demonstram capacidade de
transferéncia, indicando que o modelo € capaz de abstrair a légica e aplicd-la em diferentes
formatos do mesmo problema [16].

Embora as LLMs sejam tradicionalmente treinadas para absorver padrOes estruturais da
linguagem natural, pesquisas demonstram que suas capacidades se estendem a dominios nao
linguisticos. Contrariando a intui¢do predominante de que esses modelos dependem exclusiva-
mente de texto, observa-se que LLMs pré-treinadas podem atuar como “madquinas de padroes
gerais” (General Pattern Machines) [12].

Essa competéncia fundamenta-se na habilidade do modelo de completar, sequéncias com-
plexas de tokens arbitrarios. Sem a necessidade de treinamento adicional ou ajuste fino (fine-
tuning), as LLMs conseguem atuar como modeladores gerais de sequéncias, impulsionados pelo
aprendizado em contexto (in-context learning). No ambito da automacgao e robdética, isso sugere
que a habilidade de representar e extrapolar padrdes abstratos pode ser transferida do dominio
das palavras para o das acoes.

Um aspecto para a aplicagdo de LLMs em sistemas de controle e jogos légicos é a desco-
berta da “invariancia de tokens”. O estudo realizado por Mirchandani et al. [12] aponta que
a proficiéncia na conclusdo de padrdes € parcialmente mantida mesmo quando as sequéncias
s@o expressas utilizando tokens amostrados aleatoriamente do vocabuldrio, ou seja, simbolos
desprovidos de significado semantico prévio.

Os autores indicam que as LLMs possuem uma capacidade generalista de representar e ex-

trapolar padrdes simbdlicos, sendo invariantes aos tokens especificos utilizados na tarefa, con-
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input: input: input:

0,0,0,0 0,0,0,0 0,0,0, 0
9,3,4,0 0,5 6,0 0, + B 0
90,7,6,0 0,8,3,0 0@ o0
9,0,0,0 0,0,0,0 0,0, 0,0
output: output: output:

3,0,0,4 5,0, 0 6 + 0, 0 B
0,0,0,0 0,000 0,0, 0,0
0,0,0,0 0,00, 0 0,0, 0,0
7,0,0,6 8,0,0,3 @ 0 0 B

Figura 2: Demonstracdo de LLMs atuando como “Méquinas de Padroes Gerais”. A imagem
ilustra como o modelo consegue identificar a 16gica e as sequéncias abstratas para completar o
padrao corretamente apenas observando os exemplos fornecidos no contexto.

Fonte: Mirchandani et al. [12]

forme exemplo da Figura 2. Essa caracteristica sugere que o rearranjo espacial de objetos ou a
l6gica de um jogo, sejam representados através de tokens, validando o uso desses modelos para

raciocinar sobre dinamicas dificeis de descrever com precisdo apenas com palavras.

Além do reconhecimento de padrdes estaticos, as LLMs atuam na conclusao e no aprimora-
mento de sequéncias temporais, processo andlogo ao planejamento de trajetdrias em robotica.
A otimizacdo de uma trajetéria em relacdo a uma fungdo de recompensa pode ser estruturada
como a extrapolagdo de uma sequéncia composta por tokens de estado e agdo com retornos
crescentes.

Contudo, a aplicacdo de LLMs em tarefas de robdtica e controle impde a superacdo do

desafio conhecido como symbol grounding (referenciamento simbdlico).

Este desafio refere-se ao problema de a IA construir conhecimento apenas relacionando
simbolos uns com os outros, sem uma referéncia na experiéncia de mundo real. Essa limitacao
torna-se evidente em contraste com o conhecimento humano, que se fundamenta na relagao
direta com a percepgao (visdo, tato, estados internos) e com a acao fisica; as LLMs tradicionais,
ao contrario, operam manipulando simbolos que, para o modelo, carecem de referenciamento
simbdlico real.

Para mitigar essa desconexdo, modelos denominados Vision-Language-Action (VLAs)

come¢am a quebrar esse paradigma ao buscar relacionar linguagem e experi€ncia (percep¢ao
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e acdo) em um mesmo espaco latente. Trabalhos como o framework Keypoint Action To-
kens (KAT), proposto por Di Palo and Johns [3], exemplificam essa tentativa ao converter
observacdes continuas de acdes em fokens discretos que o modelo possa processar semanti-
camente.

Essa unificacdo dos espagos de representacao visa permitir que a LLM infira a relagdo entre
o estado atual do ambiente e a acdo necessdria. Contudo, o problema do symbol grounding
persiste; embora tais abordagens ilustrem um caminho para lidar com a integracdo visual e

motora, elas ainda oferecem solucdes limitadas.

2.1.4 Dinamicas de Informaciao e Homogeneizacao Cultural

Além dos temas mencionados até aqui, resta também compreender as implicagdes
sistémicas da insercdo dessas [As em grupos. A literatura recente aponta para um fendmeno
de dupla face na aplicacdo dos agentes artificiais: por um lado, o risco de homogeneizacao;
por outro, o potencial de descoberta acelerada através da interagdo multiagente e da inovagao
recombinante [7].

Para compreender a dinamica de aprendizado social entre humanos e agentes artificiais, é
necessario fundamentar como a Inteligéncia Artificial Generativa processa, padroniza e trans-
mite a informagao dentro de um ecossistema de conhecimento. Segundo a teoria proposta por
Ghafouri [7], a adocdo de LLMs gera um efeito dialético sobre a producdo de conhecimento:
a0 mesmo tempo em que promove uma homogeneizacdo da informacdo, cria condi¢des para
uma inovagdo recombinante entre dominios distintos. O primeiro mecanismo descrito pelos
autores € o ‘“Prisma da IA” (The Al Prism), definido como um mecanismo sociotécnico cuja
arquitetura é projetada para reduzir a variancia e convergir para a média estatistica. Tecnica-
mente, 1sso ocorre porque as LLMs sdo treinadas para prever o proximo token mais provavel,
minimizando o erro de previsdao. Consequentemente, o modelo tende a suprimir dados atipicos
ou raros, favorecendo saidas que gravitam em torno do centro da distribuicdo de treinamento.
Em um contexto colaborativo, isso pode levar a um efeito de “nivelamento”, onde a diversidade
de estratégias € comprimida em favor de solucdes padronizadas.

Esse fenomeno € reforcado pela “Epistemologia Derivada da IA” (AI-Derivative Epistemo-
logy). Trata-se de um padrao onde individuos delegam tarefas de sintese e avaliacao ao sistema,
aceitando as saidas da IA devido a uma preferéncia racional pela economia de esfor¢o cogni-
tivo. Se os agentes atuarem como consumidores passivos dessas saidas, o sistema corre o risco
de entrar em um “ciclo de homogeneidade”, resultando em estagnacao criativa.

Apesar da tendéncia a homogeneizacdo, Ghafouri [7] argumentam que a redugdo de
variancia local €, paradoxalmente, a precondi¢do para a inovacdo em escala global. Este
fendmeno, descrito como a “Ponte Paradoxal” (The Paradoxical Bridge), sugere que para haver
aprendizado social entre “clusters” de conhecimento diferentes, € necessdrio superar os custos
de traducdo.

A TA atua aqui através da “Liquefacdo de Significado” (Meaning Liquefaction). Ao mapear
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terminologias rigidas em um espaco vetorial compartilhado, as LLMs transformam conhecimen-
tos estaticos em modulos interoperdveis. Essa padronizagdo atua como uma lingua estatistica,
permitindo que conceitos sejam desvinculados de seus contextos originais e recombinados em
novas configuracoes.

Por fim, a teoria propde um modelo de contingéncia onde o resultado da interagdo depende

de qual dinamica prevalece:

* Efeito de Nivelamento: A IA substitui habilidades centrais, levando a erosido de com-

peténcias e a estagnacao.

» Efeito de Amplificacao: A IA ¢ utilizada para tarefas complementares, permitindo que os
agentes foquem em sintese de alto nivel e curadoria, resultando no aumento da variancia

informacional.

Portanto, a capacidade de um sistema misto demonstrar aprendizado social efetivo depende
da presenca de estruturas que incentivem a curadoria ativa em detrimento da deferéncia passiva.
Apresentados os conceitos, esse referencial tedrico multidisciplinar estabelece a base da
pesquisa, conectando processos cognitivos individuais, dindmicas de transmissido de conheci-
mento em grupo e a capacidade de inferéncia social para investigar se e como uma inteligéncia

artificial pode se integrar a um ecossistema social.

2.2 Trabalhos Relacionados

A construcao dos agentes artificiais desta pesquisa, que devem ser capazes de aprendizado
social, insere-se na andlise de pesquisas que, também, buscam replicar a dindmica de descoberta
coletiva em sistemas sociais. E necessdrio um olhar multidisciplinar que transcende a tecnolo-
gia, incorporando as ci€ncias cognitivas para entender como a inteligéncia emerge em grupos,
bem como a sociologia da interagdo humano-maquina.

A revisao dos trabalhos relacionados a seguir estrutura-se conectando trés eixos: inicia-se
com os mecanismos de coordenacdo observados na natureza, avanga para os experimentos de
insercdo de IAs em dinamicas de grupo e culmina nas arquiteturas cognitivas propostas para
que esses agentes superem suas tendéncias estatisticas e participem efetivamente da construgcdo

de conhecimento.

2.2.1 Inteligéncia Coletiva e Coordenaciao Implicita

No ambito da investigacao sobre cogni¢do coletiva e resolugdo colaborativa de problemas,
o estudo de Dreyer et al. [5] estabelece um precedente para a presente pesquisa. Os autores
exploram o fendmeno da inteligéncia coletiva comparando o desempenho de formigas e se-
res humanos na resoluc¢do do “problema do carregador de piano”, um desafio geométrico que
exige coordenacdo espacial para transportar uma carga através de um ambiente obstruido, como

mostra a Figura 3.
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Figura 3: Comparacao de desempenho na resolucio cooperativa do problema do carregador de
piano entre humanos e formigas.

Fonte: Dreyer et al. [5]

A relevancia para o escopo deste trabalho reside na metodologia de restricio de
comunicacdo adotada. Dreyer et al. [5] demonstram que, grupos de formigas escalam sua
eficiéncia com o aumento do numero de individuos, através do desenvolvimento de uma
“memdria coletiva” emergente baseada em interagdes, grupos humanos apresentam um declinio
de performance quando a comunicagdo verbal € restringida. Sob condi¢des de comunicagdo
restrita, os humanos tendem a recorrer a heuristicas locais e decisdes gananciosas, buscando
o caminho mais curto imediato em detrimento da solu¢do global 6tima, um fendmeno que os
autores associam a busca rdpida por consenso. Embora o trabalho de Dreyer et al. [5] foque na
comparacao bioldgica interespécies, ele valida a premissa metodoldgica deste projeto de que
a restri¢do de canais de comunicagdo for¢a a emergéncia de comportamentos de coordenagdo
implicita. A presente pesquisa apropria-se dessa estrutura experimental, mas desloca a fronteira
da comparagdo do bioldgico para o artificial, e investiga se os modelos de linguagem conse-
guem superar as limitacdes humanas, atuando como catalisadores de aprendizado social ou se,

inversamente, sucumbirdo as mesmas heuristicas observadas nos grupos humanos isolados.

2.2.2 Colaboracao Humano-IA em Dinamicas Sociais

Enquanto os estudos de Dreyer et al. [5] elucidam os limites da coordenacao humana despro-
vida de linguagem em comparacio a enxames bioldgicos, surge a necessidade de investigar se a
introducdo de uma inteligéncia artificial altera esse resultado. A literatura transita da observacao
de fendmenos naturais para a engenharia ativa de sistemas artificiais. Nao se trata apenas de
perguntar “como humanos colaboram”, mas “como a colabora¢do humana € remodelada pela
presenca de uma cognicdo artificial”. Nesse novo paradigma, a IA deixa de ser uma ferramenta
inerente para se tornar um agente ativo na dinamica do grupo, conforme explorado a seguir.

Nesse cendrio, destaca-se o trabalho de Dell’ Acqua et al. [2], que investigou, por meio de
um experimento, como a Inteligéncia Artificial Generativa transforma os pilares da colaboragdo:
performance, compartilhamento de expertise e engajamento social. Os autores introduzem o

conceito de “parceiro cibernético”, demonstrando que individuos auxiliados por IA conseguem
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igualar, e em certos casos superar, a performance de equipes humanas tradicionais.

A contribui¢do de Dell’ Acqua et al. [2] € particularmente relevante para o presente trabalho
ao evidenciar que a IA atua rompendo “silos funcionais”. No experimento, a tecnologia per-
mitiu que os profissionais gerassem resultados vidveis, democratizando a expertise técnica. Os
autores argumentam que a tecnologia assume um papel ativo na cognicao distribuida, alterando
a estrutura do trabalho coletivo e oferecendo uma “sinergia tinica” capaz de gerar solucdes de
alta qualidade. Os autores focam na capacidade da IA de substituir certas fungdes colaborativas
sem a perda de qualidade, e com um impacto emocional positivo nos participantes humanos,

que relataram menor friccao de coordenacao.

Contudo, os achados de Dell’ Acqua et al. [2] limitam-se a observar a IA sob a ética da
produtividade e do preenchimento de lacunas de competéncia. Resta, no entanto, uma questao
sobre a natureza da interacdo: pode um agente artificial ndo apenas auxiliar, mas liderar ou
substituir funcionalmente em tarefas que exigem inferéncia social? Se Dell’ Acqua et al. [?]
posicionam a IA focada em eficiéncia, Weidmann et al. [15] radicalizam essa investigacao ao
analisar a inclusdo de agentes artificiais como participantes ativos em experimentos sociais,

investigando se esses agentes podem ser eficazes na substitui¢do de humanos.

Os autores utilizaram uma adaptacdo do paradigma de “Hidden Profile” (Perfil Oculto),
onde a informacdo necessdria para resolver um problema € distribuida entre os membros da
equipe, exigindo colaboragdo ativa para a descoberta da resolu¢do. Esta abordagem meto-
dolégica faz com que o sucesso dependa da inferéncia coletiva e da coordenagao entre os agen-

tes.

Os resultados obtidos por Weidmann et al. [15] demonstraram uma correlacdo entre a
eficicia de lideres humanos gerenciando equipes de IA e seu impacto causal em equipes hu-
manas reais. Tal achado oferece evidéncias de que os padrdes de interagdo e colaboragdo obser-
vados em ambientes mistos (Humano-IA) sdo generalizaveis para dindmicas puramente huma-
nas. O estudo destaca ainda que comportamentos colaborativos eficazes, como a alternancia de
turnos na conversagao e o questionamento ativo, foram replicados de forma consistente pelos

agentes artificiais.

Entretanto, € necessario pontuar as diferencas de escopo e as limitacdes identificadas que
informam a presente andlise. Enquanto Weidmann et al. [15] focam na estrutura hierdrquica
e na lideranca explicita mediada pela linguagem verbal, este trabalho investiga o aprendizado
social horizontal e a transmiss@o cultural de regras através da observacdo. Adicionalmente, os
autores observaram que, embora a competéncia técnica dos agentes seja alta, hd uma diminuicao
da emocao nas interacdes com as [As em comparacdo com humanos. Esta distincao € relevante
para a andlise qualitativa proposta, sugerindo que embora a transmissao de conhecimento possa

ser eficaz, a percepc¢do de vinculo social pode ser um fator limitante na colaboragao hibrida.
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2.2.3 Desenvolvimento Cognitivo e Limitacoes Estatisticas

Embora os trabalhos apresentados demonstrem que agentes artificiais baseados em modelos
de linguagem possuem competéncia para atuar em grupos sociais, esses estudos analisam mo-
delos estéticos em seu treinamento. Para que um agente participe de um processo de evolugdo
cultural e descoberta, ele ndo pode ser apenas um executor competente; ele precisa ser um
aprendiz adaptavel.

E nessa lacuna de desenvolvimento que se insere a proposta de Kova¢ et al. [10]. Os au-
tores voltam-se para a génese das habilidades sociais, argumentando que o “SocialAl School”
¢ um ambiente procedimental projetado para treinar e avaliar agentes artificiais em habilida-
des cognitivas. Os autores argumentam que, para uma [A participar efetivamente da evolugao
cultural humana, ela ndo deve apenas otimizar recompensas em tarefas isoladas, mas sim desen-
volver competéncias sociais basicas. O trabalho destaca conceitos como a aten¢do conjunta, a
comunicacdo referencial e o aprendizado cultural, defendendo que a inteligéncia artificial deve
seguir uma trajetoria de desenvolvimento andloga a humana, onde a interacdo social precede
e molda a cognicdo individual. A relevancia deste estudo para a presente pesquisa reside na
validagdo da premissa de que a inteligéncia ndo ¢ um fenomeno solitdrio, mas sim emergente
de interagdes sociais ricas. Enquanto os autores utilizam ambientes simplificados focados ma-
joritariamente no treinamento de agentes de Aprendizado por Refor¢o para adquirir habilidades
de baixo nivel, a presente pesquisa investiga a aplicacdo dessas capacidades em um nivel de
abstracao superior, utilizando LLMs em um jogo de descoberta coletiva.

Além disso, os autores exploram o conceito de scaffolding (andaime), onde o ambiente ou
um tutor estrutura o aprendizado do agente, reduzindo graus de liberdade até que a competéncia
seja adquirida. Essa abordagem dialoga com a metodologia aqui empregada, onde a estrutura
do jogo e a interagdo com humanos funcionam como um scaffolding social para a LLM. Uma
observacao critica feita por Kovac et al. [10] em seus experimentos com LLMs é que, embora
estes modelos demonstrem alta efici€éncia de amostra, eles muitas vezes falham em generalizar
inferéncias sociais para novos contextos sem um prompt ou ajuste fino adequado. Esse achado
corrobora a necessidade da arquitetura cognitiva proposta neste trabalho, desenhada para su-
perar essas limitacdes e permitir que o agente mantenha uma coeréncia estratégica e social
ao longo de ciclos de transmiss@o cultural. Portanto, enquanto o “SocialAl School” foca na
emergéncia das habilidades sociais bésicas, este trabalho avanga para investigar se agentes ja
dotados de capacidades linguisticas podem obter, sustentar e transmitir conhecimento cultural
em grupos hibridos.

A proposta esbarra, todavia, em uma barreira intrinseca Modelos de Linguagem atuais.
Mesmo submetidos a um ambiente rico de interacdes, os LLMs operam sob mecanismos pro-
babilisticos que podem ser antagdnicos a criatividade estratégica necessaria para a resolugdo
de problemas inéditos. Essa tensdo entre a capacidade de processar linguagem e a tendéncia a
estagnacdo estatistica € formalizada por Keon et al. 8] através da “Lei da Mediocridade”.

Antes de esperar que um agente aprenda socialmente, € necessario mitigar sua tendéncia de



29

convergir para a média. Em seu estudo, Keon et al. [¢] realizam testes de estresse, demons-
trando que, sem guias explicitos, os modelos falham em manter a criatividade. Ao simplificar
e posteriormente expandir ideias, observou-se que elementos com profundidade emocional de-
saparecem rapidamente, sendo substituidos por clichés de alta frequéncia. Uma conclusao dos
autores, que dialoga diretamente com a presente pesquisa, € a distin¢do entre a diversidade le-
xical e a originalidade real. O fato de um modelo gerar um texto fluente e variado nao implica
que ele esteja produzindo uma solucdo inovadora e eficaz.

O escopo de Keon et al. [8] foca no dominio criativo da publicidade, porem suas desco-
bertas sobre a tendéncia dos modelos de priorizar a média oferecem um contraponto técnico
para a aplicacdo de LLMs em tarefas de colaboracdo. A homogeneizacdo alertada sugere que
um agente artificial pode convergir para comportamentos médios e previsiveis, falhando em
situagdes que exigem criatividade fora da distribui¢do padrao dos dados de treinamento. Esta
tendéncia a homogeneizaciao € uma varidvel importante para o presente estudo, pois sugere a
hipétese de que grupos mistos (Humano-IA) podem sofrer de “estagnagdo criativa” caso os
agentes artificiais ndo consigam superar a regressao a média inerente a sua natureza.

No contexto da capacidade de raciocinio e aprendizado de agentes artificiais, Zhu et al.
[16] investigam as limitacdes dos LLMs em tarefas que exigem raciocinio dedutivo complexo
apenas com base em conhecimento implicito. Para mitigar erros gerados por alucinacdes ou in-
consisténcias, os autores propdem o framework Hypotheses-to-Theories (HtT), uma abordagem
que ensina o modelo a induzir uma biblioteca de regras a partir de exemplos de treinamento
e, subsequentemente, utilizar essas regras explicitamente para deduzir respostas. O estudo de-
monstra que, ao separar o processo em duas etapas, inducdo (geracdo e verificacao de regras) e
deducao (aplicacdo das regras), € possivel obter ganhos de acurdcia entre 11% e 37% em tarefas
de raciocinio relacional e numérico.

A relevancia do trabalho de Zhu et al. [16] para esta pesquisa reside na validag¢ao da capaci-
dade de extrair regras generalizdveis a partir de observagdes contextuais. Zhu et al. [16] focam
na indugdo de regras l6gicas explicitas (textuais e simbdlicas) para resolver problemas individu-
ais, enquanto o presente trabalho estende essa ldgica para um ambiente de aprendizado social,
onde as “regras” a serem induzidas sdo as mecanicas do jogo e as estratégias colaborativas,
inferidas ndo através de texto, mas pela observacdo das agdes dos outros participantes.

Metodologicamente, o framework HtT oferece suporte a hipdtese deste trabalho de que
LLMs nao sdo apenas repositorios estaticos de dados, mas sistemas capazes de aprendizado
in-context. A distin¢ao, no entanto, € que Zhu et al. [16] utilizam verificagdo com base em
respostas verdadeiras (ground truth) para filtrar regras, e neste trabalho a verificacao ocorre de
forma dinamica e social, através do sistema de feedback e da convergéncia comportamental com
o grupo. Assim, este trabalho avang¢a na investigagdo ao testar se essa capacidade de inducao de
regras comprovada por Zhu et al. [16] se sustenta quando o “professor” ndo é um conjunto de
dados estdtico, mas um grupo de pares humanos e artificiais em intera¢do continua.

Dessa forma, a andlise dos trabalhos correlatos estabelece parte do contexto metodoldgico
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desta pesquisa: parte-se da coordenacdo implicita e da viabilidade da IA social, avancando para

o aprendizado in-context. A Tabela 1 consolida essa visdo, contrastando as abordagens citadas

com a proposta especifica deste trabalho.

Tabela 1: Comparativo entre trabalhos relacionados e a presente pesquisa.

Referéncia

Contribuicao Relacionada

Diferenciacao (Este Traba-
l1ho)

Dreyer et al. [5]

Utiliza um quebra-cabega
geométrico e restricdo de
comunicacdo para forcar a
coordenagao implicita.

A comparacdo original ¢é
biolégica (formigas vs. hu-
manos), enquanto aqui o
foco é a comparacdo entre
humanos e IA.

Dell’ Acqua et al. [2]

Explora a [IA como um
parceiro que participa ati-
vamente da cogni¢do dis-
tribuida em equipes.

Foca em produtividade pro-
fissional, enquanto aqui foca
no aprendizado social hori-
zontal via observacao.

Weidmann et al. [15]

Usa o paradigma de “Per-
fil Oculto” (Hidden Profile),
onde o sucesso depende da
colaboragao.

Foca em lideranca e
comunicacao verbal;
este trabalho foca na
coordenacgdo nao-verbal.

Kovac et al. [10]

Defende que a inteligéncia
emerge de interagdes sociais
(scaffolding).

Aplica em agentes de
Aprendizado por Refor¢o
(baixo nivel), enquanto aqui
se usa LLMs em abstracdo
superior.

Keon et al. [8]

Formaliza a tendéncia de
LLMs convergirem para a
média estatistica (limitacao
de criatividade).

Utiliza esses achados nao
como fim, mas como base
para propor a arquitetura
cognitiva do agente.

Zhu et al. [16]

Apresenta o framework
HtT, validando que LLMs
podem induzir regras de
observacgdes contextuais.

A verificagdo no HtT ori-
ginal € via dados estaticos;
aqui ela ocorre de forma
dinamica e social no jogo.




3 DESENVOLVIMENTO

Tendo a base no alicerce tedrico, esta secdo detalha a concepg¢do e a implementagdo do expe-
rimento, que emprega um jogo colaborativo como cendrio para investigar a evolucao cultural e
a transmissao de conhecimento. Serdo apresentados os cendrios de teste e os procedimentos de
coleta e andlise de dados, visando elucidar os mecanismos de aprendizado social entre agentes

humanos e agentes artificiais.

3.1 Desenho do Experimento

Para o experimento, foi implementado um jogo multijogador colaborativo para quatro par-
ticipantes simultaneos, que podem ser humanos ou LLMs. Cada jogador possui uma interface
individual, na qual ndo hd comunicacdo verbal; os jogadores apenas observam as agdes uns
dos outros nas telas, que sdao sobrepostas, permitindo o acompanhamento visual das atividades
alheias. Esta condi¢cdo de comunicacao restrita é o que for¢a o surgimento de mecanismos de
coordenacdo e consenso baseados apenas em heuristicas visuais, um cendrio que em humanos
demonstrou levar a ado¢do de estratégias mais simples e uniformes, como no trabalho de Dreyer
et al. [5].

No inicio de cada partida, pecas (semelhantes as pecas de Tetris) com cores Unicas para
cada jogador sdo geradas aleatoriamente em diferentes poses (x,y, ). A Figura 4 apresenta
a visdo da tela de um participante, neste caso, o jogador associado a cor azul. A interface
permite que o jogador visualize suas pecas de forma destacada, ao mesmo tempo em que oferece
uma percepcdo do ambiente de jogo dos demais participantes, cujas pegas sdo exibidas em
segundo plano com uma colora¢ao mais transldcida. Tal design enfatiza a colaboracdo visual e
a observacdo indireta das a¢des alheias.

A mecanica central do jogo envolve transladar e rotacionar as pecas com o intuito de
alcancar o objetivo (oculto aos jogadores) que se trata do posicionamento das pecas seme-
lhantes na mesma pose (z, y, #), de forma que elas se sobreponham visualmente, como mostra
a comparacio entre o inicio do jogo (pontuagio: 0.0%) e o final do jogo (pontuacio: 100%), na

Figura 4.



32

Projeto de TCC- Gabriel - player: 0
Objetivo Concluido: 0.00 %

Objetivo Concluido: 98.35 %

=
— |

- S

Figura 4: Captura de tela do jogador azul em dois estados distintos: (a) momento inicial com
pecas dispersas (0,0% de progresso) e (b) momento final com pecas alinhadas (100% de pro-
gresso).

Fonte: Dreyer et al. [5]

Um mecanismo de feedback percentual da pontuacao € fornecido, o qual aumenta quando
o grupo se aproxima do objetivo do jogo e diminui ao se afastar, servindo como indicador
de progresso em direcdo a meta comum. O mecanismo é andlogo ao uso de observacao de
resultados para inferéncia de comportamento em modelos de linguagem [3]. Para concluir o
jogo, € necessario atingir 95% no feedback de pontuacdo, em razdo de uma margem de erro
de 5% no alinhamento das pecas. Para aumentar essa pontuacdo, medida por um cdlculo de
Intersec@o sobre Unido (Intersection over Union — loU) adaptado as circunstancias proprias
do jogo, os jogadores devem unir suas pecas, sobrepondo-as, o que permite atingir o valor

percentual requerido.

A auséncia de instrugdes explicitas sobre como jogar forca o aprendizado via observacao
das acdes dos demais, assim como a colaboragdo entre os agentes. Esse desenho assemelha-se
ao cendrio de “Hidden Profile” (perfil oculto), realizado no trabalho de Weidmann et al. [15],
que é um paradigma de ciéncia social utilizado para examinar a tomada de decisdes em grupo.
Ele € projetado para garantir que o sucesso dependa da capacidade da equipe de reunir suas

informacdes e sintetizar o conhecimento coletivo para atingir seus objetivos.

Outra informagdo nao indicada aos jogadores € se os demais participantes sdo humanos ou
LLMs, o que visa avaliar se o agente artificial consegue demonstrar comportamentos sociais
sutis. Essa omissdo também é importante para evitar comportamentos previsiveis ou vieses
associados a identificacdo de IAs, mantendo assim os dados coletados livres de interferéncias
externas ao ambiente cultural sob investiga¢do, da mesma forma como explorado nos experi-
mentos de Weidmann et al. [15], Wei et al. [14], Zhu et al. [16]. Em razdo desta necessidade,
a pesquisa terd como titulo publico aos participantes “APRENDIZADO SOCIAL NA ERA DI-
GITAL".

Os formatos das pecas estdo exibidos na Tabela 2 junto ao seu nome e seu foken Unico,
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interpretado pela LLM. Os dados posicionais e descritores sdao enviados para o agente no for-
mato JSON seguindo a estrutura apresentada no codigo 1. Mais detalhes sobre as técnicas de

interpretacdo do agente artificial encontram-se na secao 3.4.

"actual_score": "Pontuacao atual",
"actual_position": {
"player_{color}": {
"object_{n}": {

"type": "Token representando o formato do objeto",
"poS": ["X", "y"],
"rot": "theta"

Cdédigo 1: Estrutura de entrada de dados, do agente artificial, contendo o estado global e as
coordenadas posicionais das pecas dos jogadores.

Além da mecanica de jogo apresentada, a estrutura experimental organiza-se em etapas dis-
tintas. O jogo conta com diferentes ciclos, todos com o mesmo objetivo e nivel de dificuldade; a
diferenca reside na renovagao gradual dos integrantes do grupo. A caracteristica do experimento

€ a observacgdo da transmissdao de conhecimento entre esses grupos de jogadores.

3.2 Cenarios Experimentais

Para avaliar a transmissao e a evolucdo do conhecimento, o experimento € estruturado em
dois cendrios (explicados em 3.2.2), cada um composto por 27 ciclos (explicados em 3.2.1).

Cada agente participante atua em, no maximo, doze ciclos consecutivos, até sua substitui¢ado.

3.2.1 Ciclos

Entende-se por ciclo a estrutura de jogabilidade que vai desde o inicio do jogo até o mo-
mento em que o objetivo € atingido. O encerramento do ciclo é o que valida o progresso,
permitindo que o jogo reinicie com uma nova configuracao de pose para as pecas, € assim um
novo ciclo.

O desenho longitudinal prevé a substituicao a cada dois ciclos de um membro do grupo que
esta jogando, por outro membro do préximo grupo que nao possui conhecimento prévio sobre o
jogo. Isso garante a renovacgao gradual dos participantes, mantendo sempre “veteranos” capazes
de transmitir o conhecimento adquirido aos novos integrantes, até que a composi¢do original

seja totalmente alterada. Esse processo de substituicao se repete até que trés grupos sucessivos



34

Tabela 2: Imagens das pecas presentes no jogo.

Peca Nome Token

Generic | Interpretado pela LLM como o token “D”

- Hero | Interpretado pela LLM como o token “I”

Ricky | Interpretado pela LLM como o token “L”

Teewee | Interpretado pela LLM como o token “T”

Z Interpretado pela LLM como o token “Z”

sejam formados em cada cendrio.

O prop6sito de observar trés grupos € verificar a capacidade de: (1) o primeiro descobrir e
transmitir o conhecimento sobre a mecanica do jogo; (2) o segundo recebé-lo e, subsequente-
mente, repassi-lo; e (3) o terceiro assimilar o conhecimento transmitido pelos grupos anteriores.
ApOs sua substitui¢do, o participante humano preencherd um formulério sobre seu processo de

aprendizado e, entdo, serd dispensado.

Cada grupo é composto por quatro agentes, podendo ser exclusivamente humanos ou exclu-
sivamente LLMs. Durante as transi¢Oes entre grupos, ocorrerdo formagdes mistas (humanos e
LLMs, devido a troca individual a cada dois ciclos), permitindo avaliar a capacidade das LLMs
de aprender e transmitir conhecimento sobre a mecanica do jogo de forma eficaz em um con-

texto social heterogéneo.

A Tabela 3 e a Figura 5 exemplificam a composi¢cao dos grupos ao longo dos ciclos de um

cendrio, ilustrando a transi¢ao gradual entre eles.



Ciclo 1 & 2: Descoberta Inicial

Todos aprendem do zero
(Sem transmissao prévia).

Ciclo 7 & 8: Continuacao

B_2 torna-se veterano, B_3 entra e 0s
ciclos continuam.

Troca 4

Clclo 9 & 10: Novo grupo

O grupo B é Formado

Ciclo 3 & 4: Transmissao

Ciclo11...

B_1 entra no grupo A_i atuam

como modelos

Ciclo 5 & 6: Continuacao

B_1 torna-se veterano, B_2 entra e 0s

ciclos continuam.

: Transmissao

Processo se repete até o grupo C

estar completo.

Figura 5: Fluxograma da dindmica de Transi¢do de Grupos.

composi¢do do grupo em um intervalo de ciclos.
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Troca 2

Cada bloco representa a

A cor azul indica os membros detentores

do conhecimento original e a laranja indica os novos integrantes que dependem do aprendizado
social. Em verde o grupo final que recebera o conhecimento do grupo intermediério.

Tabela 3: Exemplo de transi¢do de grupos em um cendrio. A; representa os agentes que iniciam
no Grupo A; B; representa os agentes que iniciam no Grupo B. A natureza de cada agente (seja
A; ou B;) pode ser humano ou LLM, e é definida conforme o cendrio experimental especifico,

descrito na Tabela 4.

Bloco de Ciclos Ciclo | Agentel | Agente2 | Agente3 | Agente 4
1 A; (Novo) | A (Novo) | As (Novo) | A4 (Novo)
Responsavel pela Descoberta 2 A A, As Ay
3 B; (Novo) Ay As Ay
Transmissao Inicial 4 B Aoy As Ay
5 B By (Novo) As Ay
Continuagao da Transmissao 6 B B, As Ay
7 B1 B2 B3 (NOVO) A4
Transmissdo quase Completa 8 B B, Bs Ay
9 B1 B2 B3 B4 (NOVO)
Novo Grupo Formado 10 By B Bs By
(O processo se repete para formar o Grupo C)
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3.2.2 Cenarios

Foram projetados dois cendarios para investigar a transmissdo de conhecimento em
configuracdes com e sem a presenga de agentes artificiais. As configuracdes sdo exibidas na
Tabela 4

Tabela 4: Descri¢do dos cendrios experimentais e da natureza dos grupos.

Cenario | Grupo A | Grupo B | Grupo C
1 Humanos | Humanos | Humanos
2 Humanos LILMs Humanos

O Cendrio 1 serve como controle, estabelecendo uma linha de base para comparagdo ao
avaliar a eficiéncia da transmissdo de conhecimento em grupos exclusivamente humanos. O
Cenario 2 foca na interacdo mista, investigando se as LLMs conseguem aprender com humanos
e transmitir esse conhecimento. Em prol da viabilidade técnica, cendrios onde a “descoberta
fundamental” dependia exclusivamente da iniciativa da IA foram descartados do escopo; testes
empiricos preliminares indicaram que o modelo selecionado apresenta limitagdes de inferéncia
para a génese da estratégia sem um jogador prévio, conforme detalhado na secdo 3.4.

Esses cendrios permitem uma andlise das dindmicas de aprendizado social e transmissao
cultural em ambientes colaborativos mistos. A comparagdo entre as configuragdes mistas segue
desenhos experimentais utilizados para isolar o impacto da IA na dinamica de grupo, conforme
também experimentado por Dell’ Acqua et al. [2] ao comparar individuos e equipes com e sem o
auxilio de A, permitindo que agentes isolados alcancem a qualidade e a integracao de expertise

tipicas de equipes humanas.

3.2.3 Implementacao Computacional

A simulac¢ao do jogo foi desenvolvida em Python, com abordagem de orientagc@o a objetos,
utilizando a biblioteca Pygame para a participagdo dos agentes e o gerenciamento do estado
visual do jogo (posi¢do, rotacdo e cor das pegas). A arquitetura do sistema possui um modelo
cliente-servidor. Destaca-se que o cédigo-fonte do jogo € aberto (open source) e pode ser
inspecionado por qualquer perito, garantindo a transparéncia € 0 compromisso com a seguranga
cibernética, assegurando que ndo hé qualquer tipo de violagdo ao computador do participante.

Ao final da participagdo, o jogo podera ser excluido do dispositivo.

SERVIDOR

A arquitetura do servidor utiliza sockets TCP para a comunicagao e threading para gerenciar
a concorréncia. O servidor atua de forma central, sendo responsdvel pela geragao procedural
dos ciclos, posicionando os objetos e validagdo das posicdes no inicio da partida. Para além,
ele gerencia o estado global do jogo, monitorando o progresso e calculando a pontuacao de

forma semelhante a métrica de Interse¢do sobre Unido (loU) em uma thread separada, dedicada
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a calculos geométricos, o que permite que ele processe a logica do objetivo sem bloquear a
comunicacao com os jogadores.

Para o célculo do progresso, cada jogador (sendo n o nimero total de jogadores) possui uma
drea total da unido das suas pegas chamada de A4, que é constante para todos, pois o tamanho
e tipo das pecas se repetem. O servidor calcula a unido global de todas as pecas chamada de
Aunion.

Ressalta-se que a métrica tradicional de Intersection over Union (loU) nao foi adequada
para esta aplicag@o, pois o loU ¢ tipicamente utilizado para medir a sobreposi¢ao entre duas
instancias (geralmente uma predi¢cao e uma referéncia). Neste cendrio colaborativo com n agen-
tes, 0 objetivo ndo € apenas maximizar uma interse¢ao, mas sim promover a convergéncia de
todas as pecas para uma mesma posicao espacial. O uso de um IoU generalizado para n con-
juntos (Interse¢ao Global / Unido Global) seria ineficiente como barra de progresso médio, pois
tenderia a valores nulos a menos que os jogadores estivessem proximos ao objetivo final (pecas
sobrepostas).

A tendencia a valores nulos seria prejudicial para o mecanismo de In-Context Learning da
LLM, que necessita de um gradiente de feedback para validar suas hipéteses passo-a-passo,
diferentemente da intui¢do humana que pode lidar com recompensas esparsas.

Portanto, optou-se por uma adaptacao na métrica proposta. Quando as pecas de diferentes
jogadores ndo se sobrepdem (progresso de 0%), a drea total € A,,i0n, = 1 - Agoqrs jd quando
estdo perfeitamente alinhadas (progresso de 100%), tem-se Ayion = Agoqr- Desta forma, pode-

se definir a porcentagem do progresso considerando a razao:

Diferenca entre o objetivo e a Unido atual

Progresso = - ; (1)
Area total a ser reduzida
Onde:
* Diferenca entre o objetivo e a Unido atual = n - A o, — Aynion
« Area total a ser reduzida = n - Agoal — Agoat = (n— 1) - Agour
Portanto a férmula final do progresso resulta:
: A oal — Aunion
Progresso (%) = 100% - I Pgoal ()

(n—1) - Agoal
A Figura 6 ilustra a necessidade da adaptacao da métrica. No Inicio do jogo, onde as pecas
estdo distantes, a Interse¢ao de quatro conjuntos simultdneos é nula, fazendo com que o IoU
Tradicional (linha vermelha tracejada) permaneca em 0%, criando uma “zona morta” de apren-
dizado onde o agente ndo recebe recompensa por se aproximar.
Ja a férmula proposta (linha azul continua) utiliza a redu¢do da Unido Global (A,;0,) cOmo
métrica de progresso. Como observado no gréfico, a medida que o sistema transita do estado

disperso para o Caso B (Alinhado), a métrica cresce linearmente, fornecendo um gradiente de
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feedback constante necessario para a motivacdo dos agentes, evitando a estagnacdo observada

na métrica tradicional.

Comparativo de Feedback de Aprendizado (n = 4)

1.0
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= [oU Adaptado (Proposto)
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(Inicio)

Alinflado
(Objetivo)

Estado de Convergéncia (Do Disperso ao Alinhado)

Figura 6: Comparativo entre o IoU tradicional e a métrica adaptada (Equacdo 2) paran = 4
agentes. O gréfico evidencia a “zona morta” de aprendizado na métrica tradicional (vermelho)
quando as pecas estdo dispersas, em contraste com o feedback linear e continuo fornecido pela
abordagem proposta (azul).

O diagrama da Figura 7 esquematiza a arquitetura multithread do sistema, mostrando a

segregacao de responsabilidades entre a renderizacdo nos clientes e o processamento centrali-

zado do estado global no servidor.
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Figura 7: Diagrama ilustrando a arquitetura multithread do sistema. A esquerda, as instincias
dos clientes; a direita, a arquitetura do servidor com threads dedicadas para gestao de conexdo
e a thread principal para gerenciamento do estado global.

CLIENTE
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No lado do cliente, a aplicacdo foi projetada para separar a renderizacdo grafica da l6gica
de rede, garantindo fluidez visual. O loop principal do jogo roda na thread principal e desenha
a interface, enquanto uma thread secunddria escuta continuamente as atualizagdes enviadas
pelo servidor. Para garantir a integridade dos dados compartilhados entre essas duas linhas
de execugdo, o codigo implementa um mecanismo de bloqueio, que impede que a tela tente
renderizar o estado do jogo enquanto ele estd sendo modificado pelos dados recém-chegados da
rede.

A interacdo com o jogo possui duas camadas distintas de implementa¢do dependendo do
tipo de jogador. Para humanos, o sistema captura eventos diretos de mouse, permitindo arras-
tar objetos ou clicar com o botdo direito para rotaciond-los. Ja para os agentes artificiais, a
implementagdo € mais complexa, explicada na secao 3.4.

Independentemente de quem controla o objeto, toda movimentagdo é submetida a um sis-
tema de validagao fisica antes de ser efetivada. O médulo de movimento utiliza uma técnica de
interpolagao que divide o deslocamento desejado em pequenos passos discretos, verificando em
cada milimetro se ha colisdes com as bordas da tela. Se qualquer colisdo for detectada durante
esse trajeto, 0 movimento € interrompido imediatamente, impedindo que objetos saiam da drea
de jogo.

A fim de mitigar a discrepancia temporal entre os agentes, o sistema impde um delay fixo de
3 segundos nas interacoes dos agentes humanos. Esse valor espelha o tempo médio que a LLM
leva para processar e retornar um movimento. Essa estratégia de sincronizagao visa impedir
que o humano distinga a IA pelo tempo de resposta. Dessa forma, qualquer atraso percebido
¢ atribuido a laténcia da rede ou do servidor. Se a IA for percebida como uma méquina lenta
e intermitente, a colaboracdo seria perdida. Essa escolha metodoldgica serve para evitar que a

velocidade de processamento seja um fator discriminador entre humano e méquina.

3.3 Agentes humanos: Participantes de Pesquisa

Como destacado na Tabela 4 em 3.2.2, serdo utilizados cinco grupos distintos de participan-
tes humanos, cada um composto por quatro individuos, conforme a explicacdo fornecida em

3.2. Assim sendo, serd necessaria uma populacdo de 20 participantes de pesquisa (5 x 4 = 20).

3.3.1 Comité de Etica em Pesquisa

O projeto foi aprovado pelo Comité de Etica em Pesquisa da Universidade Federal do Rio
Grande (CEP/FURG)!. Dessa forma, o estudo compromete-se a seguir todos os principios éticos
e responsabilidades estabelecidos na Resolucdo n°® 510, de 2016 [1], voltada para pesquisas
nas ciéncias sociais. Esse compromisso visa garantir o respeito e a protecao aos participantes
envolvidos.

Os participantes devem ter idade superior a 18 e inferior a 60 anos, em razdo de sua capa-

' A submissdo ocorreu em maio de 2025, e a aprovacio foi concedida no dia 18 de julho do mesmo ano.
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cidade de decisdo; podem ser de ambos os sexos e devem ser alfabetizados para que possam
responder as perguntas. O participante necessita ter disponibilidade de acesso a um computador
com conexao a internet e ter uma experiéncia minima com jogos virtuais de qualquer natureza.
Esta experi€ncia € necessdria, pois hd aspectos intuitivos e comuns de jogabilidade que sao
importantes para um bom desempenho no jogo.

A participacdo na pesquisa oferece, como beneficio, a contribui¢do para um projeto
académico relevante em uma area de grande crescimento. A andlise do comportamento dos
jogadores, sejam eles humanos ou IAs, em um contexto de aprendizado cultural, visa um futuro
em que a inteligéncia artificial possa descobrir novas leis da fisica, matemaética e outras areas,
compartilhando suas descobertas de forma eficiente com os seres humanos.

Como riscos ao participante, € possivel que a atencao exigida pelo jogo cause algum descon-
forto ou cansaco. Podem ocorrer também erros técnicos no software, por ser um jogo simples
desenvolvido exclusivamente para este trabalho, o que poderia resultar em tempos de espera.
Adicionalmente, o questiondrio inclui perguntas sobre aspectos pessoais que podem gerar des-

conforto.

3.3.2 Procedimentos de Coleta de Dados

A coleta de dados aconteceu somente apGs a aprovagio deste projeto pelo Comité de Etica
em Pesquisa (CEP) da FURG, quando foram convidados os estudantes para que sejam partici-
pantes de pesquisa.

ApOs o participante se voluntariar, foi enviado um e-mail individual contendo a descri¢cao do
projeto e o teor da pesquisa a qual estard submetido (ndo mencionando a participacao de agen-
tes artificiais), assim como o contato dos pesquisadores responsaveis para eventuais duvidas a
respeito do projeto. Junto, foi enviado o Termo de Consentimento Livre e Esclarecido (TCLE)
e uma breve explicacdo sobre o que ele representa, para que o participante assine € o envie aos
pesquisadores.

Uma vez obtido o consentimento dos participantes de pesquisa, foi agendado um horério
comum para a realizacdo do experimento. Os participantes de pesquisa sdo organizados em
grupos de quatro individuos, sorteados aleatoriamente. As sessdes experimentais agendadas
envolvem de dois a trés desses grupos simultaneamente (totalizando 8 ou 12 participantes por
sessdo), conforme a aplicacdo dos diferentes cendrios.

No momento combinado para a realizacdo do experimento, foi realizado a coleta de dados,
de forma totalmente online. Durante cada ciclo do experimento, os seguintes dados foram

sistematicamente registrados pelo servidor:

* Tempo de descoberta do objetivo: Duracdo necessdria para que o grupo atinja a

pontuacao predefinida, indicando a compreensao do objetivo do jogo.

* Evolucao da pontuacao: Registro continuo da pontuagdo ao longo do tempo, refletindo

a progressao e adaptacao do grupo em relagio ao objetivo do jogo, o que permite inferir
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* Gravacao de tela: Video completo de cada cendrio, para uma andlise posterior do com-

portamento coletivo e das estratégias emergentes.

Ao final de sua participacdo, os participantes responderam a um questiondrio, que que tem

o objetivo coletar informacdes qualitativas sobre como inferiram o objetivo do jogo e como

interpretaram as agcoes dos demais participantes. O questiondrio € dividido em duas partes, uma

pré e outra pés o esclarecimento de que héd possibilidade de outros agentes serem artificiais

ou ndo, conforme o cendrio explorado. A secdo pré-esclarecimento possui trés perguntas e a

secdo pos-esclarecimento possui sete perguntas; elas foram respondidas logo apds a substituicao

do participante no jogo. Este componente qualitativo complementa as métricas quantitativas,

oferecendo insights sobre os modelos mentais dos jogadores e seus processos de Teoria da

Mente.

As perguntas que constituem este instrumento qualitativo sao justificadas nas Tabelas 5 e 6.

Tabela 5: Descri¢ao das perguntas “Pré-Esclarecimento” enviadas ao participante

Pergunta

Justificativa

Descreva o seu processo para entender qual era
o objetivo do jogo. Houve alguma pista es-
pecifica que contribuiu para essa sua compre-
ensao?

Busca verificar se o participante utilizou a
atencdo as acdes dos outros como mecanismo
de descoberta, validando a premissa de trans-
missdo de conhecimento dentro do grupo.

Ao longo da sua participacdo, como vocé ten-
tou interpretar as intengdes ou estratégias dos
outros jogadores?

Investiga se o participante atribuiu estados men-
tais aos outros, aplicando da Teoria da Mente
(ToM)

Explique como a sua estratégia evoluiu ao longo
de sua experiéncia no jogo?

Mapear a curva de aprendizado e a evolugao
cultural do grupo. A resposta ajuda a distinguir
se houve uma convergéncia de estratégias.

As duas sessoes de questiondrios foram desenvolvidas separadamente para analisar como a

percepg¢ao dos participantes sobre a natureza do agente influencia o seu engajamento e a forma

como eles confiam nas informacdes. Segundo Ghafouri [7], essa distin¢do atua de forma a

medir o impacto do viés da IA; enquanto o desconhecimento pode levar o usudrio a tratar a [A

como um “ordculo moderno” infalivel, o esclarecimento posterior oferece a oportunidade de

observar se o comportamento migra de uma recep¢ao passiva para uma curadoria ativa, onde a

confianga passa a depender da avaliac@o critica e ndo apenas da fluéncia da interagao.

Todas as perguntas foram formuladas para incitar respostas que permitam uma andlise dos

modelos mentais dos jogadores, suas estratégias de inferéncia e a aplicacao da Teoria da Mente

no contexto da interacao nao verbal e colaborativa proposta pelo experimento.

A coleta de dados (quantitativos e qualitativos) foi realizada de forma anénima; os dados,

os quais estdo armazenados em um servidor offline com protecao adequada e acesso restrito

aos pesquisadores, serdo destruidos por meio de formatagdo segura no prazo de cinco anos,

conforme exigéncia da Resolugdo [1].
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Tabela 6: Descri¢ao das perguntas enviadas “Pds-Esclarecimento’ ao participante

Pergunta

Justificativa

Vocé chegou a suspeitar que algum dos outros
participantes ndo era humano? Explique.

Avalia se os agentes artificiais conseguiram mi-
metizar comportamentos humanos.

Agora que vocé sabe que possivelmente alguns
jogadores eram IAs, qual € a sua reacdo inicial
a essa informacao?

A resposta permite ponderar se a percep¢ao de
competéncia do parceiro € alterada apenas pelo
rotulo TA.

Na secdo anterior, voc€ descreveu como tentou
interpretar as intencdes dos outros. Sabendo
que possivelmente alguns deles eram [As, como
vocé reinterpreta as suas observacoes?

Busca entender se o participante altera o mo-
delo mental que havia construido sobre os par-
ceiros

Vocé a percebeu como um bom ou mau colabo-
rador?

Uma avaliacdo subjetiva que serd cruzada com
os dados de desempenho

Vocé acha que o agente de IA demonstrou ca-
pacidade de aprender com as a¢Oes dos outros
jogadores ao longo dos ciclos?

Avalia a percepcdo sobre a capacidade de In-
Context Learning e adaptagcdo da LLM.

Da mesma forma, vocé sentiu que voc€ conse-
guiu ensinar a IA a jogar melhor através das
suas agoes?

Verifica se o humano percebeu o canal de
comunicacdo visual como eficaz para instrucao.

Esta experiéncia muda sua percepcdo sobre a
capacidade das IAs de colaborar com humanos
em tarefas complexas no futuro?

Conecta o experimento com o contexto da
Interacio Humano-Robd. Mede o impacto da
experiéncia na confian¢a do usudrio em siste-
mas colaborativos hibridos.

3.4 Agentes Artificiais: LLMs

Os agentes artificiais do sistema foram desenvolvidos sob o paradigma de entidades

autonomas baseadas em LLMs. Esta abordagem utiliza o conhecimento linguistico pré-treinado

e a capacidade de raciocinio de modelos generativos para tomada de decisdo no ambiente cola-

borativo do jogo, diferente de abordagens tradicionais que treinam sistemas do zero.

A arquitetura foi desenhada para superar as limitagdes de raciocinio espacial e janelas de

contexto de modelos de linguagem tradicionais, utilizando uma abordagem hierdrquica e modu-

lar. Adota-se o padrao Chain of Responsibility (Cadeia de Responsabilidade) e Decomposition

(Decomposicao de Tarefas), segmentando o processo cognitivo em trés entidades especializa-

das, cada uma instanciada com System Prompts (Personas) distintos, para separacado de interes-

ses entre estratégia, operacao e gestdo de memoria conforme Tabela 7:

A Figura 8 esquematiza a arquitetura interna dos agentes artificiais, evidenciando o fluxo

de informagdes entre os médulos de raciocinio, memoria e execugdo que culmina na sintese de

uma acao validada.
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Tabela 7: Descri¢ao das entidades de um agente artificial.

Entidade Responsabilidade

Entidade Pensador (Thinker) Planejamento estratégico de alto nivel,
percep¢do visual e raciocinio social.

Entidade Jogador (Player) Operacionalizagdo dos movimentos e symbol
grounding.

Entidade Resumidor (Summarizer) Responsdvel pela gestdo da memoria de longo

prazo e compressao de contexto.

Entrada:
Estado do Jogo (Visual + Dados)

_______________________________________________________

[ REsumDOR | _ »www [ PENSADOR |
| (Meméria/Contexto) [ oo | (Estratégia & Deciséo) |
J \ !
Plano Abstsao  Agente Artificial(LLM)
1 Y 1
EXECUTOR
: (Validagao Fisica & Formatacao) | |

Saida:
Acao em formato JSON (Mover/Rotacionar)

Figura 8: Diagrama do fluxo de dados do agente artificial (LLM).

Como os modelos de linguagem utilizados sao pré-treinados e congelados (frozen weights),
emprega-se a técnica de In-Context Learning. A cada ciclo de interacdo, o histérico de ag¢des
passadas e seus resultados (recompensas/scores) sdo injetados no prompt do modelo. Isso per-
mite que a LLM aprenda a dindmica do jogo em tempo real, ajustando seu comportamento com
base nas correlagdes observadas na sessao atual.

O sistema mimetiza uma fun¢do de recompensa, tipica de Reinforcement Learning classico,
através de instrugoes de Role-Playing. O prompt define explicitamente que a motivacdo do
agente deve ser a maximizacgao do score global, instruindo-o a calcular o gradiente de pontuagdo
para validar suas hipéteses.

As requisicdes dos agentes artificiais foram realizadas através da API OpenRouter, que
prové uma interface unificada para acesso a diversos Modelos. A escolha por uma infraestrutura
baseada em nuvem, em detrimento da execug¢do local, deve-se as limita¢des de inferéncia iden-
tificadas nos testes preliminares. Modelos menores passiveis de execucdo em hardware local
(como versdes menores da familia Llama, Qwen e DeepSeek) demonstraram incapacidade de
realizar a inferéncia necessdria para descobrir o objetivo oculto do jogo (falha na inducgdo de

regras), resultando em comportamentos sem convergéncia estratégica.
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Para a selecdo do modelo dos agentes, foram realizados testes de qualificacio com as ar-
quiteturas propostas, incluindo modelos de baixo custo como Claude 3.5 Sonnet, Llama 3 e a

familia GPT-4. Nos ensaios controlados de observagao pura:

* Claude 3.5 e Llama 3: Falharam consistentemente na tarefa de extrair a regra de
pontuacdo apenas pela observacao visual dos pares, ndo conseguindo generalizar a es-

tratégia de unido de pecgas.

* GPT-4.1-nano: Foi o modelo mais baixo custo a demonstrar a capacidade de In-Context
Learning necessdria para inferir a mecanica do jogo e adaptar seu comportamento para

maximizar o Score.

Dessa forma, os experimentos reportados neste trabalho utilizam o modelo OpenAl/GPT-
4.1-Nano. Optou-se por este modelo para investigar a emergéncia de comportamento social em
modelos mais acessiveis, aceitando-se os riscos de menor capacidade de raciocinio abstrato em

comparacdo a modelos maiores porem de mais elevado custo.

3.4.1 A Entidade Estrategista (The Thinker)

A entidade estrategista é responsavel pelo planejamento de alto nivel. Este mddulo, a enti-
dade, implementa uma arquitetura Multimodal, processando simultaneamente a representacao
visual do estado do jogo e o contexto textual, para inferir estratégias fundamentadas em
cognic¢do social e raciocinio explicito.

Essa arquitetura, processa o contexto textual, snapshots e os dados do estado atual do jogo
(em formato JSON na estrutura exibida no Cédigo 1). Sua implementacao permite que o agente
identifique padrdes nos dados posicionais mesmo sem treinamento prévio especifico. Essa re-
dundancia visa garantir o symbol grounding adequado, permitindo que o modelo correlacione
os dados visuais (posicoes relativas) com a descri¢do 16gica do sistema. Tal abordagem segue
o trabalho de Mirchandani et al. [12], que investiga uma habilidade de abstracdo generalista
em LLMs, promissora para aplicacdes em robética e tomada de decisdo sequencial. O trabalho
de Di Palo and Johns [3] utiliza uma abordagem semelhante para traduzir percep¢ao em acao.

A utilizacdo da técnica Chain-of-Thought (CoT) garante que o planejamento estratégico
seja robusto. No cddigo desenvolvido, o prompt forca o modelo a gerar passos de raciocinio
intermedidrios antes de uma conclusdo. Conforme descrito por Wei et al. [14], Zhu et al. [16],
essa estratégia capacita os modelos a decompor problemas complexos e solucionar tarefas de
raciocinio simbolico.

Para operacionalizar o aprendizado social, o prompt da entidade Thinker foi estruturado
para mapear diretamente os pilares da Teoria do Aprendizado Social de Bandura, estudada
por McLeod [ 1], conforme ilustrado na Figura 1 na secédo 2.1:

A implementacido computacional destes pilares no system prompt, ocorre da seguinte forma:

* Atencao: O agente recebe a instrucdo explicita obrigando o modelo a filtrar o ruido visual

e identificar quais acoes dos pares resultaram em alteracdes no estado do jogo.
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* Retencao: Ocorre através do raciocinio dedutivo (CoT): o prompt instrui a IA a induzir
uma biblioteca de regras a partir da observacdo antes de agir, validando se a estratégia

retida correlaciona-se com o aumento do score.

* Reproducao Motora e Motivacao: A motivacdo € vinculada ao score global: o agente
deve calcular o gradiente de pontuagdo e realizar a atribuicdo causal, determinando se
o sucesso foi préprio ou fruto da observacdo de terceiros, adaptando suas ag¢des futuras

(Reprodugdo) conforme esse feedback.

O prompt incorpora conceitos de Teoria da Mente (ToM) instruindo a entidade a inferir a
intencao dos outros jogadores. O Estrategista aproveita a emergéncia de habilidades andlogas a
ToM em LLMs, conforme andlise de Kosinski [9], que demonstraram que LLMs podem resolver
tarefas de falsa crenga com desempenho compardvel ao de criancas de seis anos, sugerindo que

a ToM emerge como subproduto da capacidade linguistica, viabilizando a IA socialmente hébil.

3.4.2 A Entidade Executora (The Player)

O sistema implementa uma divisdo de trabalho na qual o Estrategista se concentra na
cognicdo de alto nivel e o Executor se dedica a execucdo prdtica de baixo nivel. A
implementacdo desta entidade atua como uma camada de symbol grounding para mitigar os
riscos da imprevisibilidade dos modelos em tarefas de controle fisico.

Conforme discutido em Keon et al. [8], LLMs tendem a convergir para médias estatisticas e
frases previsiveis, o que resulta em dificuldades para gerar saidas numericamente precisas fora
do dominio linguistico.

Nesse cendrio, a entidade Executora atua impedindo que imprecisdes verbais se manifestem
como falhas no jogo. O prompt desta entidade define restri¢des fisicas inviolaveis. O Estrate-
gista gera o planejamento abstrato, e o Executor deve mapear essas instru¢cdes em comandos
certos e deterministicos, de forma similar a implementada por Mirchandani et al. [12].

Dessa forma, a separacdo de func¢des garante que o planejamento criativo do Estrategista nao
resulte em violacdes das regras fisicas. Tal arquitetura alinha-se ao proposto por Ghafouri [7],
demonstrando como a IA permite que a l6gica de uma ideia seja desvinculada do seu contexto

original e reaplicada em novos dominios (neste trabalho, do texto para o jogo).

3.4.3 Gestao de Janela de Contexto e Compressao Semantica

Para mitigar a limitacdo da janela de contexto e a laténcia de processamento, obstaculos
técnicos comuns em LLMs citados por Di Palo and Johns [3], implementa-se uma arquitetura
de memoria gerenciada pela Entidade Resumidora.

A necessidade de compressao semantica € metodologica; o uso desta abordagem viabiliza
uma realocacdo da cognicdo, fendmeno corroborado por Ghafouri [7], cujo os autores demons-
tram que o ganho de desempenho em sistemas hibridos advém da capacidade de reduzir a en-

tropia ao fornecer resumos concisos de entradas ruidosas.
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No sistema proposto, o prompt instrui o Entidade Resumidor a transformar os dados brutos
dos turnos passados em uma narrativa de decisdo e racionalidade. Isso permite que o sistema
descarte coordenadas numéricas obsoletas e preserve apenas o “conhecimento cristalizado”, a
regra que levou ao sucesso ou fracasso daquela rodada.

Contudo, sdo mantidos os ultimos cinco turnos de forma bruta, preservando a capacidade da
LLM de identificar tend€ncias locais. Essa arquitetura assemelha-se a cogni¢ao humana obser-
vada por Dreyer et al. [5], onde o aprendizado envolve a poda imediata de métodos invalidos,

garantindo que o esfor¢o cognitivo seja gasto apenas na trajetdria viavel.



4 RESULTADOS

Neste capitulo, sdo apresentados os resultados obtidos a partir dos experimentos realizados.
A coleta de dados ocorreu de forma remota, seguindo o desenho experimental longitudinal
no qual os participantes foram intercalados entre os ciclos dos grupos, conforme metodologia
descrita na Secdo 3.2.

A andlise foca em duas métricas: o tempo de convergéncia para a descoberta do objetivo
e a estabilidade da pontuacgdo (score) ao longo dos ciclos. Adicionalmente, apresenta-se uma
andlise qualitativa baseada nos relatos dos participantes de pesquisa, visando compreender os

mecanismos cognitivos subjacentes as curvas de desempenho observadas.

4.1 Validacao do Ambiente de Aprendizado

Como resultado inicial do Cendrio 1 (composto exclusivamente por humanos), obtém-se a
validag¢do do jogo como um ambiente propicio para a emergéncia de cultura de aprendizado
coletivo. A Figura 9 apresenta a evolug@o do progresso do grupo A durante seus dois primeiros
ciclos.

A anélise das curvas sob a Gtica da teoria da cognicdo coletiva, cruzada com os dados dos

questiondrios, permite as seguintes observacoes:

* Ciclo 1 (Exploracao): Nota-se uma laténcia inicial; como nenhum integrante possuia co-
nhecimento prévio, o grupo dependeu de heuristicas individuais e exploragdo estocdstica.
Nos questiondrios, os participantes descreveram esta fase como “mexer de maneira desor-
denada” ou “tentativa e erro” até que a variagdo na barra de progresso (feedback visual)

indicasse o caminho correto.

* Ciclo 2 (Consolidacao): Uma vez adquirido o conhecimento, o grupo demonstra uma
convergéncia. A mudanga dréstica na inclinacdo da curva valida a hipétese de que a
mecanica do jogo é passivel de retencdo, superando a necessidade de adaptagcao da es-
tratégia a cada rodada. Um participante relatou que, apds a compreensao inicial, sua
estratégia focou em ““ser o mais rapido possivel” para reproduzir o conhecimento ja esta-

belecido.
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Figura 9: Evolugdo da pontuacio do grupo A, comparativo entre a fase de descoberta (Ciclo 1)
e a fase de consolidagado (Ciclo 2).

3 Integrantes do grupo A e 1 Integrante do grupo B (3 Participantes Veteranos e 1 Participante Novo)
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Figura 10: Evolucdo da pontuagdo na transi¢do de grupos: performance de 3 Veteranos (Grupo
A) interagindo com 1 novo integrante (Grupo B). O aprendizado cultural acelera a estabilizacao
da pontuacao.

Na etapa seguinte, analisa-se o momento de transicao (Figura 10), caracterizado pela
substituicdo de um participante por um novo integrante (considerado do Grupo B) junto ao
grupo de veteranos. Diferente da rodada inicial, pautada pelo aprendizado exploratério, as
transi¢cdes seguintes evidenciaram a transmissao cultural. Nota-se que o subgrupo de veteranos
converge rapidamente para a posi¢ao-alvo, atuando como modelo comportamental. O gréfico
ilustra esse fendmeno por meio de uma estabilizagao na pontuagdo, indicando que os vetera-
nos sustentaram a configuracdo correta enquanto o novo integrante processava as informacoes
e ajustava suas pecas para completar a pontuacdo alvo. A Figura 11 retrata o0 momento dessa
estabilizacdo, extraido da gravagao de tela (conforme detalhado em 3.3.2).

O comportamento do novo integrante neste cendrio corrobora a Teoria do Aprendizado
Social de Bandura [11]. Ao visualizar as pecas estaticas dos veteranos (estagio de Atengdo
e retencdo), o novo integrante consegue inferir o objetivo sem a necessidade de exploracao
aleatoria, indo diretamente para a fase de Reproducdo Motora.

Esta dindmica foi confirmada pelos relatos subjetivos, onde participantes descreveram suas

estratégias como, observar onde as pecas se acumulavam para “copiar o comportamento”. A
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Objetivo Concluido: 62.93 %

Figura 11: Momento em que os jogadores veteranos (amarelo, azul-escuro e rosa) ja haviam
posicionado suas pecgas, enquanto o novo integrante (azul claro) processava a informagao para,
em seguida, posicionar a sua.

eficicia da transmissdo € evidenciada pela inten¢do pedagdgica explicita de alguns participantes
veteranos, que apos entender o jogo, afirmou que, posicionava-se intencionalmente para “guiar

os outros jogadores”.

No Ciclo 2 (etapa de consolida¢do), a hesitacdo desaparece, o que indica uma inovacao
composta, conforme também ocorrido na pesquisa de Duéfiez-Guzman et al. [6]: o conheci-
mento ndo foi perdido com a troca de membros, mas sim acumulado, permitindo que o grupo
mantivesse a performance eficiente tipica de sistemas com cultura. A presenca dos veteranos
atuou, portanto, como um scaffolding (andaime) social, validado pela métrica de performance

e pela percep¢do dos usudrios.

Assim sendo, dados os resultados apresentados e os relatos subjetivos nos questiondrios,
o objetivo de desenvolver um ambiente experimental controlado, que isole varidveis de apren-
dizado por observacao, foi concluido ao validar o jogo como um cendrio experimental eficaz.
Ainda que limitado a um escopo, o ambiente atende aos requisitos para as investigacoes dos

fendmenos de aprendizado propostos neste trabalho.

4.2 Dinamica de Aprendizado com Agentes Artificiais

A introdug@o dos agentes artificiais no ambiente de jogo (Cendrio 2) alterou a dindmica
observada no cendrio de controle (exclusivamente humano). A analise cruzada entre os dados de

performance, os registros internos de processamento (logs) e os relatos dos participantes sugere
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que a presenca de LLLMs impacta negativamente a capacidade do grupo de atingir o “6timo
global” da pontuagdo, resultando em um fendmeno de estabilizagdo em sub-6timos locais.

Ao comparar as curvas de desempenho, observa-se uma correlacdo negativa direta entre o
ndmero de agentes artificiais no grupo e o sucesso da tarefa. Grupos compostos majoritaria-
mente por humanos atingiram consistentemente a marca de 100% de progresso (convergéncia
completa), enquanto os grupos com maior densidade de agentes artificiais (como a configuragcdo
de 3 LLMs para 1 Humano) demonstraram dificuldade em superar a faixa de 40% a 50% da
pontuacao.

A Figura 12 ilustra a natureza desse comportamento. Diferente da curva ascendente obser-

vada nos grupos humanos (Figura 13), a curva dos grupos dominados por IA apresenta platos
de estagnacao.

2 Integrantes do grupo A e 2 Integrantes do grupo B
(3 Participantes Veteranos e 1 Participante Novo)

Ciclo 1
100

80 4

60

Progresso (%)

40 +

20 4

0 20 40 60 80 100 120 140 160
Tempo (Segundos)

Figura 12: Ciclo com 2 humanos (grupo A) e dois agentes artificiais (grupo B). O progresso
permaneceu estagnado em um sub-6timo local.

2 Integrantes do grupo A e 2 Integrantes do grupo B (3 Participantes Veteranos e 1 Participante Novo)
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Figura 13: Ciclo com 2 participantes humanos do grupo A e dois participantes humanos do
grupo B. A estagnacdo ndo aconteceu e o objetivo foi realizado.

A andlise sugere que, embora o agente (operando via In-Context Learning) seja capaz de
induzir a regra geral de aproximagdo, o sistema converge para uma média estatistica de com-

portamento que carece da criatividade necessaria para o refinamento final. Essa degradacado do
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refinamento torna-se evidente na andlise comparativa das diferentes composicdes de grupo do
um mesmo cendrio, apresentada na Figura 14:

Primeiros Ciclos de Cada Experimento - Grupo com LLM

4 Integrantes do grupo A 3 Integrantes do grupe A e 1 Integrante do grupo B
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Figura 14: Graficos resultantes da transi¢cdo do grupo A (humanos) para o grupo B (artificial)
do Cendrio 2

* 4 Humanos: Apresentam curvas ascendentes rapidas, atingindo o objetivo em aproxima-

damente 200 segundos ap0s o inicio da variagdo.

* 3 Humanos e 1 IA: O grupo atinge 100%, mas com momentos de “estagnacao”. Observa-
se que a estratégia humana atua como um scaffolding (andaime) ainda robusto o suficiente

para compensar a passividade da IA e carregé-la ao objetivo.

* 2 Humanos e 2 IAs: O progresso oscila em um /loop entre 40% e 60%; os humanos nio
conseguem, sozinhos, for¢ar a coordenagdo contra dois agentes estocésticos que buscam

maximizar o score localmente sem visao estratégica global.



52

* 1 Humano e 3 IAs: O progresso luta para superar 30%; o humano tenta sinalizar es-
tratégias, mas a dilui¢ao causada por trés agentes operando na média anula a tentativa de
coordenacdo, levando o humano, por vezes, a zerar a pontuagdo na tentativa frustrada de

reiniciar a estratégia.

* 4 TAs: O grifico apresenta-se praticamente plano, preso em um minimo local (30%),

evidenciando que a inovagao composta nao emerge sem o catalisador humano.

A percepcao dos participantes, observada nos questiondrios, sobre a dindmica revelou uma
dicotomia influenciada pela densidade de agentes artificiais. No cendrio de controle (Humano-
Humano), conforme evidenciado na Tabela 8, houve sucesso no entendimento: estratégias,
como “manter a peca parada’” ou “seguir o aglomerado”, foram corretamente interpretadas pelos

parceiros resultando em uma convergéncia de acdes que contribuiram para sucesso do objetivo.

Tabela 8: Comparativo entre intencdo do humano e percep¢do de outro humano (Cendrio de
Controle).

Intencao Humana (Questionario)

Interpretacao Humana (Questionario)

“..me preparar para ’guiar’ os proximos
jogadores novos.”

“O movimento dos outros jogadores serviu
para copiar o comportamento e chegar ao
objetivo.”

(Aprendizado Social por Imitacdo)

“Notei que algumas vezes era melhor man-
ter a peca parada, para que 0s outros joga-
dores viessem na minha.”

“Depois de alguém comecar a sobrepor a
outro jogador, consegui interpretar o au-
mento do objetivo e assim, decifrar.”
(Reconhecimento de Sinalizacdo)

“...conforme todos os jogadores moviam as
pecas [...] a porcentagem aumentava, logo
conclui que esse era o objetivo.”

“A partir da segunda rodada, basicamente
todo o grupo entendeu o objetivo e onde
tinham mais pec¢as colocavam as suas.”

(Convergéncia de Modelo Mental)

Em contrapartida, essa fluidez desaparece nos grupos mistos. As divergéncias entre a
inten¢d@o humana e a interpretacdo da LLM podem ser visualizadas na Tabela 9, que confronta
diretamente os relatos subjetivos com os registros de raciocinio da IA para os mesmos eventos.
Embora a janela de contexto tenha sido suficiente para armazenar o histérico de agdes, a na-
tureza estatistica da LLM tende a tratar comportamentos fora da distribui¢dao padrdo (como os
movimentos bruscos de sinalizacdo que foram eficazes entre humanos) como ruido, e nio como
informacao relevante. A Tabela 9 evidencia, portanto, que o agente “viu” o movimento, mas
sua atenc¢do estatistica o filtrou como irrelevante.

Além disso, a andlise dos logs revela um comportamento tipico de sistemas de otimizacao
presos em maximos locais. Para a resolu¢do do quebra-cabeca proposto, frequentemente é ne-
cessdrio desfazer uma unido parcial (reduzindo momentaneamente o score) para permitir um
rearranjo global. Contudo, a natureza probabilistica da LLM, que busca maximizar a predi¢ao

de recompensa a cada foken, evitava ao maximo perda de pontuacdo. Agentes frequentemente
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Tabela 9: Comparativo entre inten¢do humana e percepgao da IA (Cendrio 2).

Intencao Humana (Questionario) Processamento da IA (Logs do Sistema)
“Eu balancei a peca para mostrar que | “O jogador [...] estd se movendo de forma
queria que ele viesse para o canto.” aleatoria. A pontuagcdo ndo mudou. Man-
(Sinalizagdo Pedagdgica) ter minha posi¢do.”

(Classificagdo como Ruido Estatistico)
“Parei de jogar para esperar ele encaixar | “Ninguém estd se movendo. Vou fazer
a peca dele.” uma pequena rotagdo para ver se o score
(Coordenagao de Turnos) muda.”

(Incapacidade de reconhecer)

“O outro jogador estava pensando muito | “Risco de diminuir score ao mover é alto.
antes de jogar, parecia cauteloso.” Ag¢do: Manter posigdo (x,y).”

(Modelagem cognitiva (ToM) errada) (Estagnagdo em Méximo Local)

registravam justificativas como “Vou fazer um pequeno movimento para ver se a pontuagao
muda”, resultando em um padrao de micro-ajustes de coordenadas em vez de exploracdo espa-

cial efetiva.



5 CONCLUSAO

Esta pesquisa investigou a capacidade de agentes artificiais, baseados em LLMs, de par-
ticiparem efetivamente de processos de aprendizado social e transmissdo cultural em ambien-
tes colaborativos. Por meio de um experimento controlado, validou-se o jogo desenvolvido
como um cendrio eficaz para a emergéncia de coordenacao estratégica e aprendizado coletivo.
Nos grupos exclusivamente humanos, observou-se a “inovacao composta” descrita por Duéfiez-
Guzman et al. [6]: o conhecimento ndo foi apenas preservado, mas refinado através dos grupos,
validando a premissa de que a interag@o social atua como um scaffolding para o aprendizado
cognitivo.

No entanto, a introducdo de agentes artificiais revelou limitacdes das LLMs para dinamicas
sociais criativas. Os resultados demonstraram uma correlacao negativa entre o nimero de agen-
tes artificiais no grupo e o sucesso da tarefa. Grupos humanos convergiram para o 6timo global,
enquanto grupos mistos, com predominancia de IAs, ou completamente formados por elas, es-

tagnaram em sub-6timos locais.

Esse fendmeno corrobora a “Lei da Mediocridade” proposta por Keon et al. [¢], indicando
que o gargalo reside na natureza probabilistica do modelo. A andlise sugere que, embora o
agente (operando via In-Context Learning) seja capaz de induzir a regra de aproximacdo, o
sistema converge para uma média estatistica de comportamento que carece da criatividade ne-
cessdria para o refinamento. A LLM, treinada para minimizar erros de predi¢do de tokens,
demonstrou priorizar estados de seguranca em detrimento de movimentos arriscados, como
desconstruir uma formacao parcial para buscar o sucesso total (100%), ancorando o grupo em

um desempenho mediano.

Dessa forma, retomando a pergunta central que norteou esta investigacao, se um agente ar-
tificial é capaz de participar efetivamente de um processo de descoberta e aprendizado coletivo,
os resultados obtidos impedem uma resposta definitiva no atual estdgio tecnoldgico. O expe-
rimento evidenciou uma viabilidade condicionada: o agente artificial demonstrou, através do
In-Context Learning, a competéncia técnica para induzir regras e participar da dinamica (o “sa-
ber jogar’), mas falhou em sustentar o comportamento de risco necessario para a inovacao social
(o “descobrir jogando™). Portanto, ndo se pode afirmar que a incapacidade € inerente a condi¢ao

de agente artificial, mas sim que ela € uma limitacdo da arquitetura estatistica do modelo atual
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(GPT-4.1-nano), que prioriza a convergéncia para a média em detrimento da exploragdo criativa.

Além das métricas de desempenho, a percep¢ao subjetiva dos participantes revelou nuances
importantes na interacdo: nos grupos onde o humano era minoria, a falha de coordenagao foi
interpretada como incompeténcia (“nio se mexiam e ndo entendiam os sinais”). Essa frustracio
advém de uma quebra de expectativa da qual o humano projetou uma intencionalidade colabo-
rativa que nao foi reciproca aos agentes. Por outro lado, em grupos mistos mais equilibrados,
observou-se o fendmeno de “Falsos Positivos™. Participantes relataram que a IA “ajudava no
raciocinio”, antropomorfizando falhas e atrasos como se fossem estratégias deliberadas de um
parceiro humano cauteloso.

Ao investigar a origem dessa falha sob a 6tica da Teoria do Aprendizado Social de Bandura,
identifica-se que a ruptura ndo ocorreu no estidgio de Retencao (memdoria/contexto), mas sim no
estdgio da Atencdo. A janela de contexto foi suficiente para armazenar o histérico de acoes;
contudo, a natureza estatistica da LLM tendeu a tratar comportamentos fora da distribuicdo
padrao (como movimentos bruscos de sinalizacdo humana) como ruido, e nao como informagao
relevante. A Tabela 9 evidencia que o agente “viu” o movimento, mas sua atencao estatistica o
filtrou como irrelevante.

Em suma, a estagnacdo dos grupos mistos reflete uma barreira imposta pela natureza es-
tatistica dos modelos de baixo custo, impedindo que o ciclo de aprendizado social avangasse
para a consolidacdo de uma estratégia cultural complexa.

Diante das limitacdes identificadas e do escopo deste trabalho, sugerem-se as seguintes

direcOes para pesquisas futuras:

1. Avaliacao de Escala e Capacidades Emergentes: A presente pesquisa priorizou a via-
bilidade de execucdo, utilizando modelos de baixo custo e menor laténcia. No entanto,
observa-se uma tensao entre a escala do modelo utilizado e a complexidade da tarefa de
coordenacao social. Embora o modelo tenha demonstrado capacidade de In-Context Le-
arning, a literatura revisada sugere que a ToM e o planejamento estratégico dependem de
uma massa critica de parametros. Recomenda-se, assim, a replicagc@o deste experimento
com modelos maiores, para verificar se 0 aumento de escala € suficiente para superar as

barreiras encontradas.

2. Avaliacao de Novos Modelos: A evolugdo das Inteligéncias Artificiais Generativa sugere
a substituicdo futura dos modelos atuais por modelos multimodais, capazes de processar
os dados de forma mais avancada. Além disso, a validagdo com novas geracdes de mode-

los focados em raciocinio 1égico visa superar as limitacdes encontradas neste estudo.

3. Integracao com Sistemas Roboticos Fisicos: A arquitetura desenvolvida neste trabalho
favorece a migracdo do ambiente virtual para o mundo fisico. Propde-se a integracao
dos agentes com manipuladores robéticos. O objetivo seria substituir a validagdo de

movimento virtual por planejadores de trajetdria reais (como via ROS), investigando os
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desafios e verificando se a inferéncia de inten¢des baseada em LLMs mantém sua eficicia

diante das incertezas sensoriais € falhas inerentes a robdtica fisica.

4. Expansao dos Cenarios de Dinamica de Grupo: A ampliacdo do escopo dos expe-
rimentos para incluir cendrios compostos exclusivamente por agentes artificiais (LLM-
LLM-LLM). A investigacdao focaria em verificar se grupos puramente sintéticos con-
vergem para protocolos de comunicacdo ndo-verbal emergentes ou se sucumbem a
estagnacdo criativa € homogeneizagdo estatistica. Adicionalmente, cendrios mistos de
“minoria humana” (LLM-humano-LLM) poderiam elucidar o impacto da influéncia so-

cial exercido pelos agentes artificiais sobre a tomada de decisdo humana.

5. Aumento da Complexidade da Tarefa Colaborativa: O jogo atual baseia-se primari-
amente em coordenacdo espacial. Trabalhos futuros podem explorar tarefas que exijam
coordenacgdo temporal e interdependéncia de recursos (ex: tarefas de montagem sequen-
cial onde um agente depende da acdo prévia de outro). Isso exigiria o desenvolvimento
de uma teoria da mente mais robusta, capaz de prever ndo apenas “onde” o parceiro vai

jogar, mas “quando” e “porque”.

Conclui-se, portanto, que para que agentes artificiais participem do processo de evolugcao
cultural, é necessdrio ir além do aumento de escala ou da engenharia de prompt. E preciso
superar a barreira da mediocridade estatistica. Enquanto os modelos forem penalizados por
desvios da média, eles serdo excelentes executores de tarefas conhecidas, mas incapazes de
participar do processo de descoberta coletiva que exige, fundamentalmente, a coragem cognitiva

de errar para inovar.
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A REPOSITORIO COM CODIGO FONTE

Visando a reprodutibilidade cientifica, a transparéncia e a continuidade da pesquisa, o soft-
ware desenvolvido foi publicado em um repositério hospedado na plataforma GitHub. O repo-
sitério contem o jogo colaborativo multijogador, desenvolvido em Python utilizando a interface
grifica Pygame. Abaixo encontra-se o endereco de acesso e a descri¢do da estrutura de seu

conteudo.

* Endereco: https://github.com/Gabriel-br2/TCC-Gabriel2025

* Conteudo:

mainGame . py: Script principal do cliente (Frontend) que executa o jogo

— mainServer.py: Script do servidor central (Backend) gerencias os ciclos.

— screen.py: Mddulo de renderizacdo gréifica responsdvel por desenhar a interface.
— config/: Diretério de parametros gerais do sistema.

— objects/: Diretdrio com a implementacdo das pecas dos jogadores.

— results/: Diretério com os dados obtidos nas experimentacoes.

— human.py: Gerencia os eventos de entrada (mouse) para o controle do jogo.

— LLM.py: Implementa a l6gica dos agentes artificiais via API de LLM.

— colision.py: Responsavel pelos movimentos e deteccao de colisoes.

— network.py: Abstracdo da camada de rede para comunicacao via Sockets TCP.

— objective.py: Responsavel pelo cédlculo de progresso (IoU Adaptado)
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