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Abstract. A significant challenge in recent learning-based development
for robotic manipulation is acquiring large datasets suitable for learning.
In contrast to fields like computer vision and natural language process-
ing, where abundant visual and textual data can be readily sourced on-
line, robotics data remains relatively limited. This work explores existing
methods for dataset collection tailored to machine learning applications
in robotic manipulation, emphasizing the persistent challenges of obtain-
ing large-scale, diverse, and high-quality datasets. The methods include
manual gripper data collection, collaborative large-scale datasets from
multiple laboratories, and generating demonstrations in simulated envi-
ronments. Our review highlights that tailor-made datasets remain essen-
tial because domain transfer is a key challenge that has not yet been
fully addressed. Synthetic datasets and data augmentation will also play
an increased role in addressing these limitations.

Keywords: Robotic manipulation · Dataset collection · Machine learn-
ing.

1 Introduction

Robots are increasingly being adopted in contexts beyond the structured and
repetitive environments of factories, taking on roles in the service sector for
both professional and personal use. However, unstructured environments present
challenges that require robots to understand and interact with the world in a
much more advanced way than was previously necessary [28].

In light of this, robotic manipulation emerges as one of the most fundamen-
tal skills. Environments such as hospitals, restaurants, and homes demand that
robots be capable of interacting and manipulating in unfamiliar and unplanned
scenarios, requiring more sophisticated perception and manipulation capabilities
than were needed before [22].

http://www.c3.furg.br
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A NASA roadmap defines manipulation in robotics as “[...] making an inten-
tional change in the environment or objects that are being manipulated” [27].
While there are various definitions of this concept, this work focuses specifically
on this one, emphasizing actions that support tasks commonly performed in
industry, logistics, healthcare, and especially in the domestic environment.

At the core of robotic manipulation lies the challenge of teaching robots how
to perform tasks effectively in diverse and dynamic environments. Two primary
approaches have emerged as the foundation for this endeavor: reinforcement
learning (RL) and imitation learning (IL) [47]. Each method offers unique ad-
vantages and limitations, shaping how robots acquire and refine manipulation
skills.

Central to the success of both the RL and IL methods is the availability of di-
verse and representative datasets. Data collection is pivotal in enabling robots to
generalize across tasks and adapt to real-world scenarios [15]. However, collecting
large-scale, high-quality datasets for robotic manipulation remains expensive and
time-consuming, often requiring skilled human operators and specialized equip-
ment. Recent innovations such as simulation-based data generation and hybrid
approaches that combine human demonstrations with algorithmic augmenta-
tion have sought to address these challenges, enabling more efficient training
pipelines.

The research methodology involved multiple academic databases, including
IEEE Xplore, ACM Digital Library, and Google Scholar. Furthermore, articles
published between 2017 and 2025 were selected using specific approaches in
robotic manipulation through various combinations of the keywords: “Manipula-
tion”, “Skill Learning”, “Manipulation dataset”, “Imitation Learning”, “Large-scale
data collection”, and “Learning from demonstration”.

Therefore, this paper presents the following contributions:

– Investigates dataset collection strategies tailored for learning methods in
robotic manipulation, emphasizing both traditional and advanced approaches;

– Offers an analysis of future research directions, derived from a systematic
review of the existing literature, to push advancements in robotic manipu-
lation;

The paper is organized as follows: Section 2 presents an overview of datasets
in machine learning. Section 3 explains the key approaches to learning in robotic
manipulation. Already, Section 4 explores the primary methods for dataset col-
lection in manipulation tasks, emphasizing task-oriented learning. Next, chal-
lenges and advances are presented in Section 5. Finally, Section 6 shows the
conclusions of this review.

2 Collecting Datasets for Machine Learning

Learning methods such as IL and offline RL rely on extensive datasets, which
can be obtained through various means. The quality, size, and diversity of these
datasets directly influence the robustness and generalization capability of the
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models [15]. A large and diverse dataset enables models to learn from a wide
range of scenarios, particularly in applications like healthcare, robotics, and au-
tonomous vehicles, where variability is inherent.

In some cases, data are collected passively, through user interactions on the
internet, or by recording information from IoT devices in smart homes. While
such data may not be specifically tailored to the task at hand, portions of the
sequences within these datasets can still provide valuable insights for the policy
being developed [15].

For tasks with clear objectives, such as robotic manipulation and autonomous
navigation, data can be collected in a controlled environment where environ-
mental variables are carefully managed to ensure the data is both relevant and
high-quality. In these scenarios, both human-generated and machine-generated
demonstrations can be utilized. As noted in [25], human demonstrations dif-
fer from machine-generated datasets due to a non-Markovian decision-making
process, as humans do not rely solely on the current observation to make de-
cisions. Furthermore, when multiple researchers collect data, the quality and
execution strategy can vary [24], unlike in machine-generated datasets, which
tend to maintain consistency.

An alternative method to obtain datasets is to use synthetic data for model
training. These data can be automatically generated from simulations, allow-
ing the creation of datasets without the need for real-world collection, such as
generating traffic scenes for autonomous vehicle training [42,19].

However, generating synthetic data presents a fundamental technical chal-
lenge known as the reality gap or sim-to-real gap [34], which refers to the dispar-
ity between synthetically generated data and the complexity of the real world.
To address this gap, one promising approach is domain randomization, which
aims to teach models how to learn domain-invariant features (real or simulated),
resulting in more transferable models [19].

Another approach to addressing this problem, beyond overcoming the domain
gap, is tackling the content gap [19]. This involves addressing the limitation
that synthetic content often replicates only a restricted set of scenes without
necessarily reflecting the diversity and distribution of objects found in the real
world. Reducing this gap has been a topic of great interest in robotics, as it offers
the potential to apply algorithms that have so far been restricted to simulated
domains [34].

3 Learning Methods for Manipulation

In order to manipulate objects, a robotic gripper must understand its relation-
ship to the object, including its distance and pose. Moreover, this is typically
achieved using LiDARs, which employ laser pulses to calculate distances, or
RGB-D cameras, which include depth information alongside the image, con-
verting the data into a 3D representation such as point clouds or meshes [30].
According to [47], the two main methods used for robot manipulation control
are reinforcement learning and imitation learning.
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Although traditional reinforcement learning has been successful in many ap-
plications in the past, these approaches were inherently limited to low-dimensional
problems [2]. Moreover, this is due to the need to derive optimal policies from
an accurate model of the environment, which proves to be unfeasible for more
sophisticated challenges, such as those encountered in real-world robotic ma-
nipulation problems. In this regard, deep reinforcement learning (DRL) has
proven to be effective [47], enabling robots to learn behaviors directly from high-
dimensional input signals, such as images [4,39], or point clouds [13,41,33].

One of the most relevant approaches for the current context is using point
clouds to determine contact points on objects. A prominent methodology in this
area is that of [31], which employs the PointNet++ architecture [35] alongside a
Variational Auto-Encoder [21] to extract three-dimensional features from scenes
and thus generate grasp poses with six degrees of freedom. The model is trained
using synthetic data generated by a simulator and later tested in real environ-
ments. In addition to generating multiple poses for a single object, the method
stands out by introducing an evaluator network that checks the quality of the
grasp and refines iteratively.

On the other hand, an approach that has gained attention is task teaching
through imitation learning. Unlike methods based solely on contact points, it en-
ables the transmission of complex tasks with minimal expert knowledge, without
explicit programming or designing specific reward functions [16]. According to
[25], offline IL methods are largely variations of Behavior Cloning (BC), where a
policy is trained to perform the same actions as the demonstrator in each state.

Previous work in imitation learning has demonstrated one-shot generaliza-
tion [14,45] or zero-shot generalization [11,18] to new objects, which means that
the models can generalize to a new object without prior demonstration (zero-
shot) or only one demonstration (one-shot). However, zero-shot generalization to
new tasks remains challenging, especially when considering vision-based manip-
ulation tasks involving various skills with different objects. One way to achieve
this type of generalization relies on overcoming challenges related to scaling data
collection [18].

4 Methods for Collecting Datasets for Manipulation

One of the limitations of IL and offline RL is the difficulty in obtaining sufficiently
large and diverse datasets to train networks capable of generalizing across a
wide range of tasks. Several previous studies have introduced datasets for robot
learning, varying in collection methods, real or simulated environments, and
diversity (see Table 1). Some works are limited to simple 2D environments [44]
or manually encoded policies [17,46], but their application to more complex tasks
can be limited.

Furthermore, to overcome this limitation, several approaches explore un-
structured videos of humans performing manipulation tasks as a way to teach
robots to reproduce these movements [1,29,38]. Other strategies employ Behav-
ior Cloning with human operators teleoperating robotic arms through different
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Table 1: Comparison of collection methods for robotic manipulation datasets.
The Scalable column uses (✓) to denote methods that allow large-scale task
collection and (✗) methods that would require extra work to scale to additional
scenes or tasks.
Year Method Collection Type Domain Actuator Tasks Scalable
2017 Zhang et al. [48] Teleop Real Robot Arm 10 ✓

2018 RoboTurk [26] Teleop Simulated Robot Arm 2 ✓

2018 MIME [37] Teleop + Demos Real Robot + Human 20 ✗

2019 RoboNet [9] Hard-coded policy Real Robot Arm 5+ ✗

2019 RLBench [17] Hard-coded policy Simulated Robot Arm 100 ✗

2019 Song et al. [40] Manual Gripper Real Manual Gripper 4+ ✓

2020 MAGICAL [44] 2D Environment Simulated 2D Robot Arm 8 ✗

2020 Tan et al. [46] Hard-coded policy Sim + Real Robot Arm 10 ✗

2021 BridgeData [10] Teleop Real Robot Arm 71 ✗

2022 BC-Z [18] Teleop Real Robot Arm 100 ✗

2022 HOLD [1] Human Demos Real Human Arm 5 ✓

2022 VideoDex [38] Human Demos Real Human Arm 7 ✓

2023 OXE [32] Dataset Aggregation Real Robot Arm 217 ✗

2023 MimicGen [23] Data Augmentation Simulated Robot Arm 18 ✓

2023 Mendonca et al. [29] Human Demos Real Human Arm 6 ✓

2023 DP [6] Teleop Sim + Real Robot Arm 15 ✗

2023 GenAug [5] Data Augmentation Sim + Real Robot Arm 10 ✓

2023 RoboSet [3] Hard-coded + Teleop Real Robot Arm 38 ✗

2023 RH20T [12] Teleop + Demos Real Robot + Human 33 ✓

2024 AnyTeleop [36] Teleop Sim + Real Robot Arm 10 ✓

2024 RUM [11] Manual Gripper Real Manual Gripper 5 ✓

2024 UMI [7] Manual Gripper Real Manual Gripper 4 ✓

2024 DROID [20] Teleop Real Robot Arm 86 ✗

control interfaces such as 3D spacemouses [6], VR or AR controllers [18,48], and
smartphones [26]. Some studies collect datasets, including teleoperated robot
arms and human demonstrations of the same tasks [12,37]. While this strat-
egy shows promising results, it is expensive and time-consuming as it requires
the participation of skilled human operators and specialized equipment. Fur-
thermore, videos of humans present a significant embodiment gap compared to
robots, making their direct application challenging [7].

Another complicating factor is training models on highly varied datasets,
where the camera position and robot type are not standardized. Unlike fields
like computer vision and natural language processing, where data formats are
well defined, robotics still lacks uniformity in both hardware configurations, such
as cameras and sensors, and robots themselves [11]. Some of the methods used
to address this issue include features that will be highlighted below.

4.1 Collaborative Efforts

The Open X-Embodiment (OXE) [32] is the largest open-source robotic ma-
nipulation dataset, with more than 1 million trajectories and 22 robot body
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configurations. The authors combine 60 robotic datasets from 34 research labo-
ratories worldwide to create this dataset, unifying them into a consistent format
for ease of use. The primary goal of OXE is to enable transfer learning between
different robots through a diverse dataset, which includes a wide range of skills,
with the majority focused on pick-and-place tasks [32].

Similarly to OXE, the Distributed Robot Interaction Dataset (DROID) [20]
aims to create a large-scale, diverse dataset by utilizing multiple laboratories
across North America, Asia, and Europe over 12 months. As a standardized data
collection unit, the DROID platform aims to ensure consistent and reproducible
robot control across diverse setups, locations, and time zones, shown in Figure 1.
This approach enabled the creation of a dataset with significantly greater scene
diversity compared to the next most diverse robot manipulation dataset [20].

Fig. 1: The DROID Platform. The setup includes a Franka Panda 7-DoF robot
arm, two adjustable Zed 2 stereo cameras, a wrist-mounted Zed Mini stereo
camera, and an Oculus Quest 2 headset with controllers for teleoperation [20].

However, such datasets require data collection across various environments
and configurations over an extended period. This scale of work makes the data
collection process and standardization a significant logistical and technical chal-
lenge. Additionally, deploying these models in new environments still requires
data collection for fine-tuning, as the experiments do not account for robots
with significantly different sensing and actuation modalities.
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4.2 Manual Grippers

Therefore, an explored alternative is the use of manual grippers equipped with
sensors as a data collection interface [7,11,40], which reduces the gap between
the collected data and the real world while also facilitating the data collection
process.

The Universal Manipulation Interface (UMI) [7], shown in Figure 2, is a plat-
form designed to transfer human demonstrations collected in real environments
to robotic control policies. Compared to other methods, the data collected with
the UMI has a minimal embodiment gap in both the action and observation
spaces, eliminating the need for physical or simulated robots during data collec-
tion and providing data and policies that are transferable across different robot
configurations [7].

Fig. 2: Operator collecting a dataset using UMI. On the right is the setup con-
figuration, and on the left are images captured by the camera mounted on the
gripper [7].

Although it is a viable alternative for large-scale data collection, methods
like UMI have some drawbacks that limit their applicability. First, they require
specific sensors for capturing demonstrations, and the system still depends on
human operators to perform them. Additionally, the scalability of UMI to differ-
ent robot configurations is limited, as the robot gripper needs to be compatible
with the configurations used in the captured dataset [7].

4.3 MimicGen

Given these challenges, MimicGen [23] is a method that allows the creation of
large datasets from a limited number of demonstrations, adapting them to new
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robot and environment configurations. Starting with an original dataset Dsrc,
composed of a small number of human demonstrations in a task t, MimicGen is
capable of expanding it to create a larger dataset, D, which includes both the
original task and variations of it, enabling changes in the initial state distribution,
involved objects, or robot arm configuration.

Fig. 3: Overview of MimicGen. The method generates data across a variety of
scene configurations, objects, and robot hardware [23].

The process of generating a new demonstration involves the following steps:
(1) selecting an initial state from the task for the generation of data, (2) choosing
and adapting a demonstration τ ∈ Dsrc to produce a new robot trajectory τ ′,
(3) the robot executes the trajectory τ ′ in the current scene, and if it completes
the task successfully, the sequence of states and actions is added to the dataset
D [23].

From 10 demonstrations, the method can generate a dataset of 1000 demon-
strations. The authors then use each generated dataset to train policies via
Behavior Cloning with an RNN-based policy [25]. When comparing the perfor-
mance of agents trained on Dsrc with those trained on D, a consistent improve-
ment was observed in all tasks, with an increase in the success rate of 80% in
specific tasks [23].

Despite its advantages, MimicGen has certain limitations, primarily due to
its reliance on a simulated environment for data generation. While simulation
enables the creation of large and diverse datasets, there is often a gap between
simulated and real-world performance due to discrepancies in dynamics, percep-
tion, and environmental complexity. The method assumes that demonstrations
adapted from Dsrc will generalize well to new configurations, but this does not
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always translate effectively to real-world scenarios where sensor noise, unmod-
eled physics, or unexpected interactions may cause deviations from the expected
behavior.

5 Challenges and Trends

Advancements in RL, IL, and data collection methodologies have driven progress
in robotic manipulation, helping to tackle the challenges of high-dimensional
environments and complex tasks. Early approaches often relied on handcrafted
policies and small-scale datasets, limiting their adaptability to diverse real-world
scenarios.

However, the shift toward large-scale data collection, particularly through
the teleoperation of robotic arms and collaborative efforts, has significantly im-
proved the diversity of available datasets and facilitated a more comprehensive
examination of machine learning generalization capabilities. Another prominent
trend is the increased adoption of manually operated grippers, which improve
scalability by allowing rapid data collection across various tasks and diverse sce-
narios. While these methods have proven effective for generating datasets for
robotic learning, transferring this knowledge to new robots, actuators, and en-
vironments remains a significant challenge.

High-fidelity physics simulators, such as NVIDIA Omniverse [8] and Mu-
JoCo [43], combined with large-scale 3D object datasets and data augmentation
techniques such as MimicGen, are enabling researchers to generate large-scale
synthetic datasets that complement real-world data and help bridge domain and
content gaps. We believe these techniques will become increasingly relevant for
data collection strategies, especially given that the standardization of robotic
manipulation platforms is unlikely to happen soon.

Ultimately, the continued evolution of robotic manipulation will depend on
further advancements in scalable data collection, generalization techniques, and
the integration of real and synthetic datasets. By overcoming these challenges,
robotic manipulation systems will be better equipped to perform complex tasks
in diverse real-world environments. This progress will pave the way for broader
adoption in unstructured settings, including assistive and domestic applications.

6 Conclusion

This paper reviewed a range of methods in robotic manipulation, from rein-
forcement and imitation learning to large-scale data collection and synthetic
dataset generation. Examining real-world and simulation-based approaches, we
discussed trends and ongoing challenges, particularly in generalization and scal-
ability. Continued integration of these strategies will be essential for advancing
manipulation systems toward real-world deployment.
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