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Abstract
This paper introduces Jubileo, an open-source simulated humanoid robot as a framework for the development of human-robot
interaction applications. By leveraging the power of the Robot Operating System (ROS) and Unity in a virtual reality environ-
ment, this simulation establishes a strong connection to real robotics, faithfully replicating the robot’s physical components
down to its motors and enabling communication with servo-actuators to control both the animatronic face and the joints
of a real humanoid robot. To validate the capabilities of the framework, we propose English teaching games that integrate
Virtual Reality (VR), game-based Human-Robot Interaction (HRI), and advanced large language models such as Generative
Pre-trained Transformer (GPT). These games aim to foster linguistic competence within dynamic and interactive virtual
environments. The incorporation of large language models bolsters the robot’s capability to generate human-like responses,
thus facilitating a more realistic conversational experience. Moreover, the simulation framework reduces real-world testing
risks and offers a cost-effective, efficient, and scalable platform for developing new HRI applications. The paper underscores
the transformative potential of converging VR, large language models, and HRI, particularly in educational applications.
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1 Introduction

The increasing integration of robots into our everyday lives
has spurred the growth of Human-Robot Interaction (HRI),
a multidisciplinary field dedicated to the understanding,
design, and evaluation of robotic systems intended for human
use [1]. HRI encompasses several modes of communica-
tion, including voice, gestures, and body language. Social
humanoid robots, which closely resemble human figures,
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have a significant role in fostering direct human-robot social
interaction. These robots, with their human-like appearance
and capabilities, can engage in more natural and intuitive
interactions with humans, thereby enhancing the effective-
ness and user acceptance of robotic systems. This evolution
in HRI has been supported by advances in various fields,
all the way from designing social cues for collaborative fac-
tory robots [2, 3], up to designing social robots to help treat
children with autism spectrum disorder [4], including the
development of entire new fields such as Social Robotics [5],
Android Science [6] and Cognitive Developmental Robotics
(CDR) [7].

However, the process of creating real robots is time-
consuming and costly, often restricting the ability to iterate
variations in design and conduct extensive testing. The physi-
cal nature of real-world robot testing further limits the ability
to explore different scenarios and interactions in real time.
To overcome these difficulties, simulation has emerged as
a valuable alternative that helps accelerate the design and
development process, explore diverse design iterations, and
extensively test the robot’s performance in various scenar-
ios, often faster than real time [8, 9]. Virtual Reality (VR),
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with its capacity to deliver a highly immersive experience
coupled with realistic visual cues, has emerged as another
valuable asset, especially inHuman-Robot Interaction (HRI).
research [10, 11].

VR enables engaging, controlled, reproducible exper-
iments, free from real-world variabilities. It provides a
platform to easily parameterize and test variations, includ-
ing the immersive human experience, allowing researchers
to manipulate conditions and variables with ease. This flexi-
bility facilitates a more comprehensive understanding of the
potential outcomes and impacts of different robotic appli-
cations involving human interaction. Thus, VR serves as
a powerful tool in HRI research, improving the efficiency,
safety, and depth of robotics experimentation.

This paper introduces Jubileo, an open-source simulated
humanoid robot framework that takes advantage of ROS,
Unity, and virtual reality. In our previous works [12, 13],
we introduced an open-source animatronic face and a VR
simulation for conducting immersive experiments in the HRI
field, effectively demonstrating the value of VR for testing
simulated social robot applications. The current work builds
upon this foundation, introducing enhancements to the exist-
ing VR framework and an innovative application for English
language learning through game-based HRI, incorporating
large language models into the robot’s system. A brief intro-
duction to the English language learning games can be seen
in Fig. 1.

Large language models are a significant development in
the field of artificial intelligence, designed to understand

and generate human-like text [14]. These sophisticated AI
systems learn from vast amounts of textual data, allowing
them to generate responses, complete tasks, and simulate
conversation in a manner that is increasingly indistinguish-
able fromhuman interaction [15, 16]. This integration further
strengthens the robot’s ability resulting in an immersive lan-
guage learning experience.

The utilization of game-based environments for lan-
guage education poses various challenges [17].However, due
to children’s frequent interaction with such environments,
incorporating gamified elements can be beneficial for lan-
guage learning [18], despite the need for further evidence to
support our proposed approach. The game incorporates our
existing open-source animatronic face, which is designed to
avoid the Uncanny Valley phenomenon [19] and encourage
comfortable and receptive interactions.

Our immersive VR language learning game demonstrates
the potential of integrating VR, HRI, and Large Language
Models to create educational experiences that are engaging
and enjoyable.While we acknowledge the extensive research
and expertise in the field of language education, we believe
the approach presented in this paper could offer an additional
tool for educators, researchers, and developers.

The paper is organized as follows: Section 2 reviews
relevant literature and prior research. The systems and
methodologies employed to construct the comprehensive vir-
tual reality platform, along with the conception and design
of the language learning games, are detailed in Section 3.
Section 4 presents an in-depth analysis and discussion of

Fig. 1 The image features our virtual robot surrounded by four snap-
shots, each representing an English language learning game. The first
game involves a user-led Q&A session, while the second game reverses

the roles, with the robot leading the Q&A. The third game focuses on
the user’s descriptive abilities, and the fourth game combines language
learning with cultural exploration
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the results, and the perspectives for VR and LLM applied to
education. Lastly, Section 5 highlights the key contributions
of this research and outlines potential directions for future
work.

2 RelatedWorks

Over the course of time, the continuous advancements in
hardware and software technologies have significantly pro-
pelled the integration of robots within various industrial
sectors. A notable recent development in this realm is the
emergence of collaborative robots, commonly known as
cobots, which have become a cornerstone of the Industry
4.0 paradigm [20]. Concurrently, the remarkable progress in
machine learning techniques has precipitated a noteworthy
trend, wherein robots are progressively permeating human
daily routines and domestic environments. This phenomenon
has spurred the emergence and evolution of the field of HRI,
aiming to comprehend and enhance the interactions between
humans and robots [21–23].

With the continuous evolution of research in the field
of HRI, robots have undergone significant advancements,
becoming increasingly intricate and human-like in their
design and behavior. This progress is exemplified in studies
conducted byFaraj et al. [24],where an adult-sized humanoid
head that can emulate human facial expressions, head move-
ments, and speech through the use of 25 artificial muscles
was developed.

As robotics researchers strive to create robots that closely
emulate human characteristics, they often encounter a con-
cept known as the Uncanny Valley. The Uncanny Valley
refers to a psychological phenomenon where humanoid
robots or virtual characters that approach human likeness
but do not quite achieve it can elicit feelings of unease or dis-
comfort in human observers [19, 25, 26], shedding light on
the factors that contribute to the Uncanny Valley effect and
its implications for HRI. To overcome this challenge, many
social robots are intentionally designed to have simplified or
caricatured facial features.

Throughout the evolution of robotic systems, simulations
have emerged as an integral and indispensable tool for scien-
tists and researchers. Simulations provide means to develop,
validate, and refine new functionalities and componentswith-
out the inherent risks associated with hardware damage or
potential harm to humans [27, 28]. They offer a controlled
and safe environment to explore and experiment with various
scenarios and configurations. One key advantage of sim-
ulations is their ability to facilitate rapid prototyping and
iteration. It is often easier and more efficient to simulate
and evaluate new behaviors or algorithms before implement-
ing them in the physical world. Additionally, interactive

applications such as those involving human engagement,
require simulations capable of running in real-time.

The utilization of robots in education has witnessed a sig-
nificant upsurge in recent years [29]. Extensive research,
such as the study conducted by Belpaeme et al. [30], has
consistently demonstrated the profound impact of robots in
fostering the development of cognitive and affective abilities,
particularly when employed as tutors for children in focused
learning tasks. Furthermore, the comprehensive study con-
ducted by Toh et al. [31] delved extensively into the effects of
robots on young children’s education, specifically examining
various domains including cognitive, language, conceptual,
and social skills. Their research shed light on the wide-
ranging benefits that robots can offer in enhancing these
crucial areas of development in early education. Kim et al.
[32] demonstrated a successful application of educational
robots in the field of STEAM education. Their study show-
cased the effective utilization of a robot to enhance learning
experiences in science, technology, engineering, arts, and
mathematics. By integrating the robot into the educational
framework, they were able to create an engaging and inter-
active environment that fostered holistic learning and devel-
opment among students.

As thoroughly discussed by Zheng et al. [33], VR is
an immersive and advanced human-computer interface that
creates a realistic environment, offering users a simulated
experience. Within this virtual world, users can navigate,
explore, and interact from various perspectives. They can
manipulate objects, observe the environment from different
angles, and physically engage with it in various ways.

There have been significant advancements in the use of
VR in game-based learning. For instance, research by Chen
et al. [34] has demonstrated the potential of VR in creat-
ing immersive and engaging educational games. Their work
focuses on the development of a VR-based language learn-
ing game, which shares similarities with our approach. Such
research underscores the potential of VR in creating interac-
tive and engaging learning environments, which is the core
of our work.

Furthermore, Shim et al. [35] conducted a study that
employed a VR approach to address learning difficulties
among middle school students. The particular topic inves-
tigated in this study was the anatomical structure and
functional processes of the eyes. Moreover, Bogusevschi et al.
[36] conducted a study that investigated the efficacy of a 3D
virtual reality approach for physics education, specifically
emphasizing the topic of the water cycle.

In a groundbreaking endeavor, Shahab et al. [37] con-
ducted a scientific investigation uniting VR technology and
robotics. The study aimed to explore the efficacy of utilizing
VR-simulated robots as educational tools for teaching music
and providing educational support to children diagnosedwith
Autism Spectrum Disorder (ASD).
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In recent years, the integration of Large Language Mod-
els (LLMs) such as ChatGPT into human-robot collaboration
has shown promising results. A study conducted by Ye et al.
[38] proposed RoboGPT, a system that integrates Chat-
GPT with robot control capabilities. The AI assistant in
RoboGPT can understand the task context, procedure, and
verbal commands, and interact with human operators to clar-
ify commands or request more contextual information. This
study demonstrated that the use of ChatGPT in robots sig-
nificantly increased trust in human-robot collaboration. This
increase in trust can be attributed to the robot’s ability to
communicate more effectively with humans. Furthermore,
ChatGPT’s ability to understand the nuances of human lan-
guage and respond appropriately helps to build amore natural
and intuitive human-robot interaction. This finding has sig-
nificant implications for the development of human-robot
collaboration systems, particularly in tasks that require com-
plex interaction and understanding between humans and
robots [38].

In another work, Christmann [39] designed an object
guessing game in an HRI setup, with a real social robot,
in a language learning scenario. To the best of our current
knowledge, no research has been conducted thus far utiliz-
ing VR-simulated social robots as a means to teach foreign
languages. With the current advancements in LLM-based
chatbots, we believe the exploration of these kinds of appli-
cations will become essential for the development of more
immersive educational experiences, making it a versatile tool
for language learning across different age groups.

3 Material andMethods

This section delineates themethodology employed in our vir-
tual reality-based language learning system. Beginning with
a review of the foundational aspects of the Jubileo platform,
we will detail the integration of state-of-the-art technologies
like the YOLO (You Only Look Once) object detection sys-
tem and the GPT-4 Large Language Model. We will then
present a collection of interactive language learning games,
designed to foster a dynamic and engaging learning environ-
ment. Each game emphasizes a different aspect of language
acquisition, offering a comprehensive approach to enhancing
English language proficiency.

3.1 Framework and System Structures

In previous research [12, 13], we introduced Jubileo as a
novel research platform. This framework brought together a
variety of tools and technologies, designed with a focus on
interaction and engagement. The robot’s physical structure,
made possible through 3D printing and controlled by servo

motors, was discussed in depth, but in this current work, we
primarily utilized the VR representation of Jubileo.

At the heart of the systemwas theRobotOperating System
(ROS) [40], a flexible framework for writing robot software.
ROS facilitates the connection between multiple systems,
and it was used to develop the robot system, which pro-
vides a powerful base of algorithms. The connections occur
with a publisher-subscriber system, where nodes subscribe
and publish on topics. In this manner, we enable capabilities
such as facial and emotion recognition, object detection by
color, visual tracking, speech-to-text integration, and more.
It’s worth noting that the Jubileo framework provided ROS
structures are compatiblewith both real and simulated robots,
which is crucial for the current VR-centric work.

TheUnityEngine [41] is a tool that canbeused for robotics
simulation due to its 3D rendering, real-world physics sim-
ulation, and scripting API. These features allow developers
to create realistic environments and interactions for robots.
Unity’s support for a wide range of hardware, including VR,
further enhances its simulation capabilities. Moreover, its
integration with robot operating systems like ROS allows
for detailed and realistic simulations. In the case of Jubileo,
the communication betweenUnity andROSnodeswas facili-
tated through the TCP/IP protocol, enabling real-time control
of the robot within the Unity environment. Thus, Unity’s
flexibility and performance make it an ideal choice for var-
ious robotics applications, from industrial automation to
autonomous driving. Furthermore, through the use of URDF
open-source models, the simulated robot is not limited to
Unity, and it can be extended to any supportedURDF robotics
simulation platform. Our previous work [12], provides a full
description of the development of the Jubileo framework,
highlighting the application of the ROS system and its com-
munication with the VR subsystems provided by the Unity
Engine.

By involvingmultiple senses, meaningful interactions can
be achieved, as different sensory modalities contribute to a
richer and more comprehensive engagement. In this manner,
we provide applications of vision systems and other interact-
ing ways, detailed in the work of [13], where experiments
with the detection of multiple objects were conducted using
mainly color detection. To improve those systems and inte-
grate a real-time object detection system, we incorporated
YOLO [42]. The strength of YOLO lies in its ability to detect
objects in images with impressive speed and accuracy, which
makes it ideal for applications needing real-time feedback. In
ourVRenvironment,YOLOv5x6 is used to identify and track
the selected objects within the game. When the robot or the
human user selects an object, YOLO recognizes the object
from its pre-trained database and keeps track of it throughout
the game session. This feature enables seamless and intu-
itive interaction with objects in the virtual environment, and
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reinforces the realism of the gaming experience, making the
learning process more engaging and immersive.

Regarding the LLM, we utilized GPT-4 [43], an advanced
iteration of the Generative Pretrained Transformer models
developed by OpenAI. The LLM is an artificial intelligence
model that has been trained on an extensive corpus of text
from the internet. As such, it is capable of understanding and
generating human-like text, giving it the ability to engage
in conversation, answer questions, and provide explanations
in a way that is remarkably human-like. We integrated the
GPT-4 model into the VR framework to serve as the “brain"
of the virtual robot. When the robot receives a question or
command from the user, it usesGPT-4 to understand the input
and generate an appropriate response. This allows the robot
to engage in meaningful, dynamic, and contextually aware
conversations with the users. The incorporation of a large
language model like GPT-4 thus greatly enhances the func-
tionality of our system, making the VR language learning
experience more interactive and effective.

To accomplish the task of translating user-spoken lan-
guage into text inputs suitable for the LLM’s prompt,
the Google Speech-to-Text API was employed [44]. This
solution was chosen due to its notable robustness, cost-
effectiveness, and swift processing capabilities.Additionally,
for transforming the LLM’s generated text responses into
audible output for the user, the Google Text-to-Speech API is
used [45]. ThisAPI supports various audio formats and offers
a variety of customization options. This flexibility makes it
easier to adjust how the spoken output sounds, allowing for
a more natural and personalized conversation experience for
the user.

3.2 Learning Games

In the development of this language learning application, we
conceptualized four distinct games that employ interaction
with a social robot, along with a free conversation mode.
These games were designed to fully exploit the functionali-
ties offered by the framework, facilitating a rich and engaging
interaction between the robot and the user. During the games,
the robot displays facial expressions of joy, surprise, and sad-
ness in response to the interaction’s outcomes. For instance,
the robot assumes a sad expression when it loses a game, and
exhibits surprise when the human participant makes a correct
guess.

The first language learning game is called “Guess Game”.
In this game, the virtual robot serves as the respondent
while the human user assumes the role of the questioner.
To begin, the robot selects an object from a predefined col-
lection of twelve diverse items situated on a virtual table,
using a uniform distribution. These objects, representative
of everyday items, range in color, shape, texture, and func-
tion. Following the selection, the user is tasked to discern the
identity of the chosen object through a series of inquiries,
which the robot must respond to accurately and informa-
tively. The questions, dictated by the user, are designed to be
open-ended, facilitating a more comprehensive understand-
ing of the English language as the user frames questions and
processes responses. The goal is to promote active engage-
ment and inquiry-based learning, by encouraging the user
to formulate strategic questions in English. The interaction
sequence of how the first game generally works can be seen
in Fig. 2.

Fig. 2 First game: Guess Game. (a) User initiates the game. (b) Objects are displayed, and the robot outlines the game rules. (c) User examines the
objects and formulates questions for the robot. (d) Robot responds to the user’s inquiries
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The second game, “Reverse Guess Game”, presents a
dynamic shift in roles, designed to provide a different but
equally engaging language learning experience. In this vari-
ant of the first game, the human participant selects one of
the objects, and the robot takes on the task of guessing the
selected item. Through an interactive and iterative process,
the robot crafts open-ended questions, employing its lan-
guage processing abilities to understand and interpret the
human’s responses. The goal of the robot is to correctly iden-
tify the chosen object based on the human’s answers.

This inversion of roles provides a distinct linguistic focus.
While the first game emphasizes speaking practice, the sec-
ond game concentrates more on listening comprehension.
The player listens to the robot’s inquiries and responds appro-
priately, fostering an understanding of question structure
and improving language input processing. The interaction
sequence of how the second game generally works can
be seen in Fig. 3. It’s worth noting that Jubileo employs
the YOLO (You Only Look Once) system when making a
guess, adding a layer of interactive sophistication to the game
dynamics.

The third game, “Closed Eyes Game”, engages the player
in an exercise that tests their descriptive abilities. In this
game, the robot “closes its eyes”, and a chosen object mate-
rializes before it. Unaware of the object’s identity, the robot
relies solely on the user’s verbal descriptions to infer its char-
acteristics. The human user is prompted to describe the object
using the vocabulary at their disposal, practicing their ability
to articulate thoughts in English. As the game progresses,
the robot may interject with requests for additional informa-
tion or clarification, thereby prompting the user to expand
their descriptions and experiment with different descriptive

phrases. This interactivity encourages the user to think crit-
ically about the object, enhancing their ability to convey
nuanced information. Once the robot has gathered suffi-
cient information to make an educated guess, it identifies
the object. Subsequently, the robot introduces more complex
vocabulary and phrases related to the object, extending the
user’s language repertoire. The interaction sequence of how
the third game generally works can be seen in Fig. 4.

The fourth game, “Countries Game”, unfolds in the realm
of cultural exploration and geographical knowledge, intro-
ducing an element of worldly curiosity into the language
learning process. Here, the robot takes on the role of a
travel guide, selecting a country at random and then pro-
viding intriguing snippets of information about that country.
These clues can pertain to a wide array of cultural aspects,
including but not limited to, traditional cuisine, population
statistics, famous landmarks, historical facts, and unique cus-
toms. With each provided clue, the human user attempts to
guess the country in question. The interaction sequence of
how the fourth game generally works can be seen in Fig.5.

As the game progresses, the robot gradually reveals more
about the country in question, effectively guiding the user
on a virtual tour. If the user’s guess is incorrect, the robot
responds by divulging another fact about the country, adding
to the user’s knowledge and further hinting at the coun-
try’s identity. This game not only expands the user’s English
vocabulary, especially in the domains of culture and geogra-
phy but also enhances their listening comprehension skills.
The user is challenged to process the information provided
by the robot, contextualize it, andmake educated guesses. By
intertwining language learning with cultural education, this

Fig. 3 Second game: Reverse Guess Game. (a) Robot provides game instructions. (b) User answers the questions formulated by the robot. (c)
Robot makes a guess and initiates the object detection system. (d) Robot observes the guessed object
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Fig. 4 Third game: Closed Eyes
Game. (a) Robot provides game
instructions and closes its eyes.
(b) User selects an object for the
robot to identify. (c) User
describes the chosen object to
the robot. (d) Robot reacts after
making a correct guess about the
object

game enriches the user’s understanding of the world while
developing their English language proficiency.

In addition to the games themselves, our system includes
an interface that enables free conversations and permits the
user to choose and initiate games. To select a game, the
user engages in a natural language conversation with the
LLM agent. The user is free to express their game prefer-
ence by simply requesting the agent to initiate the desired
game. This design not onlymakes the game selection process
smooth and intuitive but also enhances the overall interac-
tivity of the system. It’s worth noting that the user is not
limited to game-related discussions with the LLM agent.
The user may engage in varied conversations with the agent
about a broad range of topics, thus making use of the LLM’s

extensive language understanding and generation capabili-
ties. This feature adds an additional layer of versatility to our
system, fostering a more comprehensive and engaging lan-
guage learning experience. The conversation can be initiated
at the user’s discretion, allowing them to converse and learn
at their own pace before deciding to commence a game.

4 Results and Discussion

In the process of implementing our proposed methodology,
numerous fascinating and noteworthy insights emerged that
extend beyond the realm of English language acquisition.
The results, albeit preliminary, reinforce the transformative

Fig. 5 Fourth game: Countries Game. (a) User chooses to play the game. (b) VR environment adapts for the game. (c) Robot provides clues about
the selected country. (d) Upon the user’s correct guess, the robot reacts accordingly
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potential of this innovative convergence of technologies,with
significant implications for broader educational applications.

4.1 Examining Human-Robot Game Interactions
Outcomes

All the games proposed in our HRI setting underwent test-
ing to assess the performance of the Jubileo robot. The test
sessions can be viewed through the link provided in Section
of Supplementary Material. The first game that was tested
to analyze the interaction between the tester and the virtual
robot was the Guess Game. “Guess Game” involves Jubileo
acting as a respondent to the human user’s queries. It starts
with the Jubileo choosing an object from a set, after which
the human tries to figure out what the object is via query-
ing. The Jubileo’s replies help the human construct a mental
representation of the unknown target word. The interactions
between the human and the robot are demonstrated below:

FIRST GAME: GUESS GAME
Tester: Okay, let’s play the first game.
Jubileo: Let’s play the game one. This game is called
guess game. Can you see that there are some objects on
the table? So, I will choose an object and you will make
me questions in order to figure out what are the object.
I will answer with no or yes and when you feel confident
try to guess
Tester: Is it something edible?
Jubileo: Do you want to know if the object is safe to eat?
The answer is yes
Tester: Is it a fruit?
Jubileo: Do you want to know if the object is a fruit? The
answer is yes
Tester: Is it yellow?
Jubileo: Do you want to know if the object is yellow? The
answer is yes
Tester: Is it a banana?
Jubileo: Do you want to know if the object is the banana?
The answer is yes. You are correct. Congratulations, let’s
play again? I already choose other object…

In the transcript of the interaction between Jubileo in the
First Game, it is evident that the tester was able to interact
with the robot seamlessly. The robot effectively communi-
cated when the tester’s guess was correct, establishing a clear
feedback mechanism while displaying a facial expression of
surprise. This demonstrates the capability of our model to
select an object in the environment and subsequently respond
to the instructions and statements provided by the tester
through the LLM.

The next is the “Reverse Guess Game”, where the human
selects an object, and Jubileo must ask questions to deter-
mine what the chosen item might be. This game tests not
just the Jubileo’s ability to generate contextually meaningful

questions, but also its ability to evaluate the gathered informa-
tion in order to identify the object. Notably, Jubileo enhances
the interactive dynamic by employing its object detection
system; every time it forms a guess, it visually aligns its focus
toward the object in question. This visual engagement sim-
ulates a more human-like interaction and offers an enriched
HRI experience. The exchange between the human partici-
pant and Jubileo during the second game is outlined below:

SECOND GAME: REVERSE GUESS GAME
Tester: Let’s play the second game
Jubileo: Ready for game two? This time you will choose
an object from the table and I will be the one asking the
questions. I will try to guess the object based on your
responses. Remember, you must answer with either yes
or no. Let’s start when you’re ready.
Tester: Okay, I’m ready.
Jubileo: Is the object rectangular in shape?
Tester: No, it isn’t.
Jubileo: Is the object round?
Tester: No, it isn’t.
Jubileo: Is the object a toy?
Tester: Yes, it is.
Jubileo: Is the object a toy airplane?
Tester: Yes, you’re correct well done.

In the Second Game, the tester plays a crucial role in guid-
ing Jubileo’s guessing process by answering its inquiries. The
participant does not reveal the answer explicitly but confirms
or negates the robot’s hypotheses through simple “yes” or
“no” responses. This interaction requires Jubileo to gener-
ate effective questions and interpret the tester’s responses to
identify the selected object. Consequently, the game empha-
sizes the robot’s ability to engage in a problem-solving
approach that resembles complex human-to-human interac-
tions.

The Third Game appears to involve engaging participants
in an exercise designed to enhance their descriptive abilities.
“Closed Eyes” is similar to the second game, but requires the
human to describe something instead of just answering yes
or no questions. In this game, the human picks up an object.
Since the robot is with its eyes closed and possesses no prior
knowledge of the object’s identity, it must rely exclusively
upon the verbal descriptions provided by the human user to
determine the object’s attributes. The interactions between
the human and robot in the third game are demonstrated
below:

THIRD GAME: CLOSED EYES GAME
Tester: Let’s play the game where you close your eyes.
Jubileo: Game Three is all about your description skills.
I will close my eyes, and you will pick and describe an
object to me. As I won’t be able to see it, try to provide
as much detail as you can, and I will guess the object
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based on your description. Are you ready to get started?
Tester: Yes, I’m ready.
Jubileo: I’m shutting my virtual eyes now. Go ahead and
choose an object, then share some details about it.
Tester: It is small.
Jubileo: I need more information to make a guess. Can
you provide any other details about the object?
Tester: It is black.
Jubileo: I believe the object is the black iPhone
smartphone. Is that correct?
Tester: Yes, congratulations!
Jubileo: Yeah, I knew it. Choose another object!

The Third Game, where the robot closes its eyes, intro-
duces a distinctive challenge for players. It compels the tester
to employ creativity and descriptive language to assist the
robot in identifying objects based solely on their physical
properties. This activity not only evaluates the user’s pro-
ficiency in expressing ideas clearly but also fosters critical
thinking and attentiveness to detail. The demonstration show-
cases Jubileo’s ability to successfully accomplish the task
with the descriptions provided by the tester.

The last game is called “Countries Game”, which focuses
on cultural education. In this version, Jubileo takes on the
role of a travel guide, discussing countries randomly selected
from various regions around the world. The objective is to
foster comprehensive language acquisition through simu-
lated explorations and discoveries. Here, the robot serves as
a virtual travel companion, providing insights into different
nations. As each participant makes a guess about the specific
location being discussed, the robot provides additional hints
and background information about the chosen country. The
interactions between the human and robot during the fourth
game are demonstrated below:

FOURTH GAME: COUNTRIES GAME
Tester: Let’s play Game Four.
Jubileo: Time for Game Four! In this game, I’ll be your
virtual travel guide. I’ll pick a random country and provide
you with some interesting facts about it. Your task is to
guess the country based on these clues. It’s a great way
to learn more about the world while practicing your
English. Let’s get started.
Tester: Okay, you can start.
Jubileo: First curiosity: This country has a rich history
of indigenous peoples and is home to the Inuit, First
Nations, and Métis peoples.
Tester: Can you give me one more tip?
Jubileo: Second curiosity: It is home to many diverse
cultures and has both English and French as official
languages.
Tester: Is it Canada?
Jubileo: You are correct! Other curiosities about Canada:
The Canadian Rockies are a stunning mountain range

that is popular for skiing and other outdoor activities. The
iconic beaver is the national animal of this country.

In the Fourth Game, the robot takes on the role of a virtual
travel companion, introducing the tester to a new country
and presenting interesting facts for the tester to guess. This
game serves as a valuable tool for expanding participants’
knowledge and understanding of the world around them.
To determine the correct answer, participants must rely on
contextualized information and employ deductive reasoning.
Jubileo actively promotes active listening and observation
skills, enhancing conversational fluency throughout the inter-
action. Moreover, Jubileo provides additional hints and clues
throughout the game upon the tester’s request. The robot
demonstrated its ability to sustain engaging conversations
and provide assistance effectively during this game.

When the user can not provide the correct answer after
five curiosities are given, Jubileo responds with encourage-
ment and support.He acknowledges the fact that not everyone
might know the right answer immediately and reassures the
participant that there will be other chances to correctly guess
future countries. He also checks if the student is prepared for
another round of questioning before proceeding to select a
different country. This approach helps to promote a positive
environment where mistakes are accepted and seen as part
of the learning process. The interactions between the human
providing an incorrect answer and the robot are demonstrated
below:

CASE OF WRONG ANSWER
Tester: I don’t know the answer.
Jubileo: The country was Greece, but don’t worry.
You’ll get the next one. Are you ready?

Lastly, the free conversation interface, as a complementary
component to the games, offers an opportunity for users to
engage in diverse and spontaneous discussions with the LLM
agent. This unrestricted conversation enriches the user’s lan-
guage learning experience, exposing them to a wider range
of conversational contexts and encouraging spontaneous lan-
guage use. The exchange between the human participant and
Jubileo during the second game is outlined below:

FREE CONVERSATION
Tester: Can you talk a little about Japanese culture?
Jubileo: Sure! Japanese culture is known for its unique
traditions and customs. Some of the most popular aspects
include anime, manga, and video games. The country is
also famous for its cuisine, such as sushi and ramen.
Japanese art, including calligraphy and origami, is highly
regarded. Additionally, the country has a strong emphasis
on respect and honor, which is reflected in its social and
business practices. Is there anything specific you would
like to know more about?
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Tester: What is the capital of Japan?
Jubileo: The capital of Japan is Tokyo.

4.2 Discussion

These game-based approaches for language learning were
created to demonstrate our framework bringing the social
robot into an interactive and immersive education setting.
We showed that in our tests, presented in Section 4.1, the
participant is freed from the often rigid structure of tradi-
tional classroom learning and is able to explore language
learning in a dynamic, self-paced manner. The immediate
feedback and adaptive conversations facilitated by the inte-
gration of GPT-4 into the virtual robot provided a responsive
learning environment, promoting active learning and user
engagement. This suggests a profound shift from the con-
ventional passive modes of learning, pushing towards a more
learner-centric approach.

The use of VR and HRI in conjunction adds a new dimen-
sion to this methodology. The immersive VR environment
simulates real-world scenarios, giving language learning
context, relevance, and immediacy that traditional meth-
ods might lack. This approach could be adapted to various
other learning scenarios, such as science experiments, histor-
ical explorations, or cultural studies, providing learners with
firsthand virtual experiences to complement their theoretical
knowledge.

Additionally, the deployment of a humanoid robot within
the VR environment added a sense of social presence, foster-
ing a unique interactive experience. The robot’s human-like
demeanor, powered by the large language model, created a
“safe” space for users to practice their language skills with-
out fear of judgment or criticism, an often-overlooked aspect
of language learning. This indicates that such technology can
play a significant role in reducing learner anxiety and pro-
moting self-confidence, not only in language learning but
also in broader educational contexts.

Moreover, the scalability and cost-effectiveness of this
solution deserve attention. As the platform operates in a VR
environment with a virtual robot, it circumvents the tradi-
tional barriers of physical resources, geographical location,
and personal tutoring costs. This suggests a future where
high-quality, personalized education could be widely acces-
sible to learners regardless of their location or economic
background. However, our framework being based on ROS
and having realistic control and sensing interfaces, allows a
seamless transition to a real social robot.

The novel application of a large language model like
GPT-4 in an educational setting underscored its potential to
foster human-like interactions. The language model’s abil-
ity to generate coherent, contextually relevant responses can

offer learners a more realistic conversational experience. The
scope of these language models could extend to various ped-
agogical settings, including personalized tutoring systems,
scenario-based learning, and problem-solving exercises.

While the integration of GPT-4 in human-robot interac-
tions and language learning offers significant advancements
in generating human-like responses, it also presents ethi-
cal and practical challenges that warrant discussion. One
notable issue is the phenomenon of “hallucinations,” where
the model may generate misleading or inaccurate informa-
tion, a concern especially pertinent in educational settings.
Additionally, the model may produce content that, although
not explicitly censored, could be deemed inappropriate or
sensitive, raising ethical questions about content filtering
responsibilities. Therefore, a comprehensive assessment of
these challenges is essential for the safe and effective appli-
cation of GPT-4 in human-robot interactions and language
learning.

Another pivotal concern centers around the integration of
VR into English language learning. A noteworthy limitation
is the absence of direct human interaction in VR technology,
a fundamental component of traditional language teaching
approaches. However, VR can serve as a valuable supple-
ment to conventional methods or prove indispensable in
situations where factors such as geographical constraints,
financial considerations, or scheduling complexities render
traditional English classes unfeasible. Other than that, VR
remains somewhat inaccessible to the general public due
to its frequently exorbitant costs. Nevertheless, there is a
promising outlook for the future, with growing accessibility
and awareness anticipated in the coming years. Addition-
ally, VR technology can present technical issues that need
to be addressed. These issues include unstable internet con-
nections, large storage requirements, and audio difficulties
with speech recognition, all of which can worsen the overall
learning experience.

Finally, although this study focuses on English language
learning, the methodology and results have broader impli-
cations. The integration of VR, HRI, and large language
models represents a potent, scalable, and versatile tool for
modern education. Further exploration and continued refine-
ment of this approach can pave the way for new educational
paradigms, extending the reach and improving the quality of
learning experiences across various domains.

5 Conclusions

In this work, we have introduced a VR simulation frame-
work for Human-Robot Interaction (HRI) research and
development, extending our previous contributions. We
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demonstrated how human-robot interactions can be tested
and refined in a ROS-based simulation environment. This
includes realistic control of servo-actuators and computer
vision capabilities, thereby facilitating a smoother transition
to more costly and time-consuming real robot implemen-
tations. To validate this tool, we presented four distinct yet
complementary games aimed at interactive language practice
through immersive human-robot interactions.

While we believe that the integration of technologies like
GPT-4 and VR simulations signals a new era of interactive
and immersive learning experiences, it is important to outline
the steps to achieve this vision. Future work could focus on
several key areas.

First, although facial expressions are currently tied to spe-
cific stages of the games, employing sentiment analysis could
enable Jubileo to exhibit dynamic facial expressions or even
head movements during free talk mode or in future applica-
tions. This would significantly enrich the social aspect of the
robot.

Second, while the language games serve primarily as
a demonstration of the general-purpose framework, imple-
menting automatic pronunciation error detection could be
a valuable addition. Jubileo could then offer real-time cor-
rections, asking users for their preference in receiving such
feedback.

Finally, the potential of integrating a large languagemodel
like GPT-4 in an educational setting is significant, partic-
ularly for fostering human-like interactions. However, this
also raises ethical and practical challenges, such as content
filtering and the risk of generating misleading or inaccu-
rate information. Addressing these challenges is essential for
the safe and effective application of such technologies. By
focusing on these areas, we lay the groundwork for further
refinement and expansion of this work in the future.
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