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Abstract. Simulation in the field of robotics is a less costly, safer, more
scalable, and more versatile alternative to real-world scenarios. In this
work, we present a pipeline for the digital reconstruction of environments
using the panoptic segmentation technique. The overall aim is to auto-
mate the transcription of real geometries into the digital environment,
creating a virtual scene where objects are meticulously segmented, mak-
ing it possible to manipulate, replicate, remove, and practically move
these objects. The methodology is based on Neural Radiance Field for
segmentation and reconstruction of scenes, classical methods for manip-
ulating structures, SDFormat as a scene description file, and Gazebo as
a 3D robotic simulation platform. The results show that the method is
capable of transcribing the scene into a virtual environment and using it
as a space for testing, validating, and training robots.

Keywords: panoptic segmentation - simulated environment - surface
reconstruction.

1 Introduction

Simulation in robotics accelerates the design process, enables detailed testing,
and is more cost-effective than real-world experimentation [2]. It provides ex-
haustive repetition of scenarios, exploring different conditions, and precisely ad-
justing parameters, something often unfeasible or costly in the physical world.
It also facilitates controlled testing without posing risks to the physical safety of
agents or causing damage to real-world environments. However, one of its main
challenges is the difficulty of constructing scenes that accurately mimic the real
world, especially considering time-critical environments such as those presented
in the Robocup@Home competition.

The method described in this paper allows for the acquisition of a digital
representation of the Robocup competition arena, allowing teams to simulate
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different tasks without manually creating the digital environment, a process that
can be very challenging and time consuming [14].

This paper presents a novel digitalization pipeline using panoptic segmenta-
tion to achieve faithful digital representations of real-world environments, with
posed images as input. Panoptic segmentation has been increasingly utilized
in the literature to generate a meaningful representations environments [5, 18].
Building upon these results, this research aims to create a tool that can recon-
struct a real environment into a virtual scene. In this virtual setting, objects
are meticulously segmented, enabling straightforward manipulation, replication,
removal, and relocation of these objects.

Our pipeline employs posed images from a given scene and a method based on
DM-NeRF [15] for segmentation and reconstruction of the environment with no
prior object detection or segmentation. The resulting three-dimensional meshes
are then converted into XML files, categorized according to their panoptic classi-
fication, to produce an SDF file compatible with simulation software. A depiction
of the proposed method can be seen in Fig. 1. The method is evaluated on the
DM-SR [15] dataset and we integrate the obtained results into the Gazebo sim-
ulation environment through ROS.
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Fig. 1: The proposed pipeline: All individual objects are segmented and recon-
structed with the appropriate labels, then transformed into the required format
for simulation.

2 Related Work

This section provides an overview of existing research and developments relevant
to this work, to contextualize the diversity of methodologies and the progression
of ideas in the subject area. The topics explored include panoptic segmentation
and reconstruction techniques and 3D scene reconstruction methods.

Image Segmentation: Image segmentation is a fundamental task in computer
vision, aiming to partition an image into multiple segments or regions of interest,
allowing various downstream tasks such as object detection, recognition, and
scene understanding.

Semantic segmentation [3] is a classification where each pixel in an image
is assigned a class label representing the category it belongs. Semantic segmen-
tation provides a granular understanding of the image by labeling each pixel.



Environment Reconstruction using Panoptic Segmentation 3

However, instance segmentation [9] takes semantic segmentation a step further
by not only assigning class labels to each pixel but also distinguishing between
individual object instances. This result is achieved by only categorizing the pix-
els that are given as relevant in the image, not guaranteeing that all pixels will
be classified.

Panoptic Image Segmentation: Panoptic segmentation [6] goal is to unify
semantic and instance segmentation into a single task that can segment all pixels
in an image, regardless of whether they belong to objects or stuff (e.g., sky,
grass, road). In panoptic segmentation, each pixel is labeled with a class label
if it belongs to a thing (object) or stuff (background). This holistic approach is
crucial for tasks requiring a complete understanding of the visual environment,
such as scene understanding and content-aware robotic tasks.

3D Scene Reconstruction: Several methodologies for 3D scene reconstruc-
tion from RGB images have been explored in prior research. Dahnert et. al [5]
produces results from a single view, so it encounters limitations in reproducing
a full scene without employing a mesh registration method. Uni-3d [18] utilizes
a multi-view approach but, similarly to Dahnert et. al, it relies on traditional
reconstruction techniques, which leads to a compromise in the fidelity of the
real-world geometry represented. Atlas [12]| attempts to address these issues;
however, its efficiency is tied to a segmentation method that is purely seman-
tic, resulting in objects lacking specific instance-based information. Contrasting
these approaches, this paper employs the DM-NeRF [15] method, which is among
the first to include implicit representations of all 3D objects in complex scenes,
relying solely on color images and 2D object labels for supervision.

3 Method

In this section, we detail the development of the pipeline designed to digitally
recreate a real scene. Fig. 1 illustrates the system’s architecture, depicting a
sequence of four main components along with their respective internal elements.

3.1 Panoptic Segmentation and Reconstruction

Panoptic segmentation [10] unifies semantic and instance segmentation into a
single result, assigning semantic labels and indices to all pixels in an image.
In contrast to traditional instance segmentation, which employs the concept of
relevant classes to decide if a pixel should be classified, panoptic segmentation
assigns semantic labels to all pixels, but does not provide specific indices for
those that belong to irrelevant classes.

As discussed in Sec. 2, segmentation and reconstruction are well-researched
fields with a variety of developed methods, but they are not easily integrated.
To connect the two, the segmentation results must be handled by transcribing
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the data format, filtering the segmentation masks, supplementing the data, and
taking other steps to ensure reconstruction can occur.

To address this issue, the DM-NeRF method constructs a triangular mesh by
retrieving structures from continuous 3D scenes, segments all objects individually
in three-dimensional space, and allows for flexible manipulation of objects. Con-
sequently, the segmentation and reconstruction processes occur simultaneously,
since the vector predicted for each of the pixels by segmentation also corresponds
to a specific color that is assigned to the vertices in the scene reconstruction.

3.2 Reconstruction Post-processing

Once the scene has been reconstructed, it is important to isolate the objects
so that the vertices of each item are separated. This segregation is achieved
through a filtering process that utilizes the panoptic label, divided into semantic
type labels and instance index labels. These labels enable the distinction between
objects of the same category (such as different chairs or tables in the scene, in
a domestic environment), and through the semantic tag it is possible to write
each object’s type within the description file.

Due to the inherent inaccuracies in the reconstruction process, it fails to
ensure uniformly smooth surfaces, resulting in uneven terrain. This impairs the
navigation and stability of a robotic base. To circumvent this issue, a plane is
estimated through primitive segmentation using RANSAC fitting [8]. To find
the plane that represents the ground, the sub-mesh of vertices classified with the
corresponding label is selected and used as input for the segment plane method
of the consolidated Open3D library [13].

The method accepts three arguments: distance threshold 6; defines the max-
imum distance a point can have to an estimated plane to be considered a point
belonging to it; ransac n defines the number of points that are randomly sampled
at each iteration to estimate a plane; and number of iterations A defines how
many times a random plane is sampled and checked. Subsequently, the function
outputs a list of indices for points deemed to belong to the plane, alongside a
description of the plane through its general equation.

Each vertex of the reconstructed mesh must be interpreted as a point, en-
abling the plane segmentation method to fine-tune parameters that most ac-
curately describe the ground plane. As a result, each of the vertices has its
three-dimensional coordinates projected onto the plane, maintaining the details
of the mesh, but with a perfectly smooth floor, a process that is illustrated in
Fig. 2.

Once the reconstruction is completed, the representation is in a different co-
ordinate system than the simulator, which leads to mismatches in spatial orienta-
tion and positioning when integrating the reconstructed scene into the simulated
environment. To address this issue, a coordinate system transformation process
is necessary.

Fortunately, estimating a plane provides the information that makes up the
normal vector, which is the exact information needed to adjust the orientation.
Nonetheless, it is necessary to find the rotation matrix between the scene and
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Fig. 2: Points being projected onto a predicted plane [1].

a line parallel to the z-axis. To find the rotation matrix 6 between the normal
vector n = [n,,ny,n;| and the positive axis 2T, the scalar product is used:

ny

cos(f) =n-[0,0,1] ) (1)

In which |n| is the magnitude of the normal vector and f is the normalized
vector. The angle can be calculated using the inverse cosine function.

Applying this angle to the orientation of the overall scene guarantees objects
parallel to the z-axis, despite the normal vector not specifying whether the mesh
is oriented upwards or downwards. To solve this problem, we determine the
height of the mesh on both sides of the floor and orient the side with greater
height to face upwards.

3.3 Setting up the Gazebo Scene

To rebuild a scene for robotics simulation, it is important to use a simulator that
allows for robot control, sensor integration and provides a user-friendly interface.
To ensure this operates smoothly, effective communication among the various
components of the robotic system is crucial. The Gazebo simulator was chosen
for its integration with ROS, which offers specific interfaces, known as plugins,
that enable communication between Gazebo and robotic systems. These plugins,
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shown in Fig. 3, facilitate the exchange of information between the simulated
environment and the various software components operating within the robot.

The Gazebo simulator receives an SDF (Simulation Description Format) file
as an input. This file contains the complete description of the simulated en-
vironment. To write the file, the ElementTree python library ® is used, which
implements a simple and efficient interface for creating and editing XML data.
The real world can be abstractly defined as a collection of objects and back-
grounds that relate hierarchically in terms of belonging. This approach makes it
possible to use SDF files to describe the scene, since it is essentially composed
of labels and attributes in a tree-like structure.
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Fig. 3: Communication flow between ROS and Gazebo.

4 Evaluation

This chapter breaks down the results into separate sections, each focusing on
the different analyses—quantitative, empirical, or patterns observed. We explain
the impact of each process in detail to clarify how they contribute to the overall
results. The experiments were designed to assess the effectiveness of the chosen
methods and to better understand their performance in a simulated environment.

4.1 Validation conditions

As validation data for the pipeline, the DM-SR [15] was chosen, a dataset made
up of residential environments designed precisely for quantitative evaluation of
scene reconstruction and panoptic segmentation tasks. It already provides a
multi-view capture of the scene with 95 “posed images”. Additionally, it includes

! ElementTree documentation: https://docs.python.org/3/library /xml.etree.elementtree.html.
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semantic and instance annotations for all objects in each image, simplifying the
quantification of training and testing metrics.

The dataset is made up of complex domestic scenes with dimensions close to
24m? in area and 3m in height, containing around 8 objects. We focused our
study on the study room model, shown in Fig. 4a, selected due to its large number
of elements, a variation of sizes and shapes, sparse positioning, and overlapping
objects. With these characteristics, the model effectively addresses the main
potential challenges presented by an indoor setting in domestic environments,
though further investigation is required to address more specific conditions.

4.2 Panoptic Reconstruction

The overall quality of the panoptic reconstruction varies based on the results
of two key internal processes of the method, view synthesis and decomposition.
In computer graphics, view synthesis involves generating novel images of a spe-
cific scene when the only available information is photos taken from different
viewpoints. Decomposition is the separation of the elements that make up a
scene.

Using the model in the DM-NeRF network and evaluating it with the metrics
proposed by Mildenhall et al. [11], the method described in this paper is capable
of achieving significant results shown in Table 1.

Scene View synthesis Decomposition (%)
PSNR 1 SSIM 1 LPIPS |
Bathroom 45.22  0.991  0.022 99.20
Bedroom 4759 0.994 0.018 100.00
Dining Room| 38.76 0.987  0.015 99.49
Kitchen 48.90 0.989  0.028 100.00
Reception 41.92  0.996 0.011 99.60
Living Room | 43.74 0.981 0.024 100.00
Study Room | 39.67 0.995  0.008 100.00
Office 47.01  0.992 0.012 99.12
Mean 44.66  0.991  0.017 99.58

Table 1: Results obtained from the respective metrics.

PSNR (Peak Signal-to-Noise Ratio) [7] is a metric that, in the case of RGB
images, ranges from the worst case at 0 to the best possible result at 58.06. The
average PSNR of 44.66 indicates a small difference or error between the original
image and its reconstructed version, as PSNR quantifies the ratio between the
maximum possible signal energy (original image) and the noise energy (error)
affecting its fidelity.

The SSIM (Structural Similarity Index) [16], a metric that ranges from -1 to
1, shows an average SSIM of 0.991. This indicates that the final and reconstructed
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images are very close to being identical in terms of structure, luminance, and
contrast.

The LPIPS (Learned Perceptual Image Patch Similarity) [17] coefficient is in-
versely proportional to similarity, so the value near 0.015 endorses the significant
outcome of the previous metrics in terms of vision synthesis.

) “Study Room” environment from (b) Results from the panoptic recon-
the DM-SR dataset [15]. struction of “Study Room”.

Fig.4: Comparison between the original and reconstructed scene.

Finally, the average decomposition accuracy percentage being so close to 100
shows that the object vertices are correctly segmented with only minimal noise
present. The high quality of the results is apparent when comparing the original
scene, shown in Fig. 4a, with the reconstructed scene in Fig. 4b.

ﬂ (b)  Ground

) Uneven ground plane. processing.

plane after post-

Fig.5: Comparison between the ground plane before and after post-processing.

The segment plane method described in section 3.2 successfully transformed
an uneven ground plane into a continuous plane that retained the mesh details,
making it ideal for robot traversal.

In the reconstructed scene, the decomposition of the mesh allows the scene
to be mutable, since the objects are not attached. The quality of the separation
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directly reflects the quality of the segmentation, with colors assigned according
to the panoptic class attributed to each vertex, as depicted in Fig. 6.
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Fig. 6: Objects of the DM-SR dataset segmented and separated by their classes
and instances.

4.3 Simulated Environment

As described in section 3.3, the algorithm developed to write the SDF file is
simple. It creates a tree structure for the simulated world, assigning the visual
characteristics and collision properties to each of the objects. If necessary, the
scenario is rotated to align with the orientation of the simulator.

The world allows objects to be replicated, moved, rotated, or removed. The
scenario is capable of incorporating other external elements that were not ini-
tially present and, as the main feature, serves as a platform that interacts with
robots. All these features are displayed in Fig. 7, where new objects, such as
cans, are added on top and beside the blue table. In this example, the cabinet
is removed, the blue table is replicated, and two robotic bases are positioned in
the scene, where they can navigate freely.

One of the applications for these features is the aforementioned Robocup@Home
competition, where the limited time allotted for each team in the arena makes
creating a simulated environment both challenging and valuable, while the con-
trolled nature of the environment serves as an ideal setting. Using the described
method, posed images of the arena can be captured to quickly generate a sim-
ulated version of all objects in the scene, allowing different tasks to be tested
under conditions similar to the real-world environment, while easily modifying
the layout for any specific requirements from different tests.
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Fig. 7: Simulated environment with newly added, removed, and replicated ob-
jects, alongside two robots positioned in the scene.

5 Conclusions

In this work, we presented a pipeline for the digital reconstruction of environ-
ments based on NERFs and using panoptic segmentation. The proposed method
alms to create a virtual environment by tracing real-world geometries, allowing
manipulation, replication, and removal of objects within the scene. Using Gazebo
as a simulation environment demonstrates that the method can generate virtual
robotic testing and training environments.

Quantitative evaluations of the scene reconstruction and segmentation pro-
cesses yielded results with high fidelity and minimal noise. The pipeline was
validated on the DM-SR dataset, which features eight typical household rooms.
Our method produces accurate digital renditions of real-world environments and
integrates them into the Gazebo simulation platform. This fact enables robots
to navigate and interact within the virtual scene, allowing system validation
without the risks and costs associated with real-world experiments.

Future work includes assessing the method across various datasets, including
custom datasets based on real-world environments. This will help us investigate
the method’s efficiency in more specific scenarios, particularly those involving
cluttered environments. Furthermore, state-of-the-art techniques based on re-
trieve and deform templates, such as those proposed by Dahnert et al. [4], should
be explored to ensure more realistic structures despite incomplete scanning.

Disclosure of Interests. The authors have no competing interests to declare that

are relevant to the content of this article.
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